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Abstract—In the Dynamic Rechargeable Networks (DRNs), the
existing studies usually consider the spatio-temporal dynamics of
the harvested energy so as to maximize the throughput by effi-
cient energy allocation. However, the network dynamics have sel-
dom been considered simultaneously including the time variable
link quality, communication power and battery charge efficiency.
Furthermore, the wireless interference brings extra challenge. To
take these dynamics into account together, this paper studies the
quite challenging problem, the network throughput maximization
in the DRNs, by proper energy allocation while considering the
additional affection of wireless interference. We introduce the
Time-Expanded Graph (TEG) to describe the above dynamics
in a feasible easy way, and then look into the scenario where
there is only one pair of source-target firstly. To maximize
the throughput, this paper designs the Single Pair Throughput
maximization (SPT) algorithm based on TEG while considering
the wireless interference. In the case of multiple pairs of source-
targets, it’s quite complex to solve the network throughput
maximization problem directly. This paper introduces the Garg
and Könemanns framework and then designs the Multiple Pairs
Throughput (MPT) algorithm to maximize the overall throughput
of all pairs. MPT is a fast approximation solution with the ratio
of 1-3ϵ, where 0 < ϵ < 1 is a small positive constant. This
paper also conducts the extensive numerical evaluation based on
the simulated data and the data collected by our real system.
The numerical simulation results demonstrate the throughput
improvement of our algorithms.

Index Terms—Energy-Harvesting System; Dynamic Renewable
Networks; Time-Expanded Graph; Throughput Maximization

I. INTRODUCTION

Recent developments of the energy harvesting systems, e.g.,
solar cells, backscatter energy and ultra-low-power transceiver-
s can support the self-sustainable and perpetual operations
of the networks [1]–[6] or the energy neutral operation [7]–
[9]. Such renewable networks have some real application
scenarios, such as sensor networks, ad hoc networks, and
edge networks. In some cases, the energy harvesting system
is power-weak and its harvested energy is relatively limit-
ed sometimes compared to the demand and usually spatial-
temporally dynamic [2] [8]. The previous works usually take
factors like the clock synchronization [10] and the dynamic
of harvested energy into account, but seldom the network
dynamics at the same time, such as time variable link quality
and transceiving power, and imperfect charge efficiency [3],

which have not been concerned simultaneously. When includ-
ing all of the above dynamics together at the same time, it’s
quite challenging to explore the harvested energy fully, such
as to maximize the throughput, in the Dynamic Rechargeable
Networks (DRNs). Furthermore, it must inevitably avoid the
wireless interference when maximizing the throughput with
wireless communication. So it brings some new great chal-
lenges to the existing works on the Throughput Maximization
Problem (TMP) in the DRNs [11] [12].

In this paper, we take both of the network dynamics and
wireless interference into account fully and study the through-
put maximization problem in the DRNs. Firstly, we consider
one scenario where there is a single pair of source-target,
between which there may be multiple paths. It’s quite chal-
lenging to solve the TMP directly because of its NP-hardness.
We then introduce the Time-Expanded Graph (TEG) to find
solution in a relatively easy way. For the case of the single pair,
this paper finds that the wireless interference can be clearly
described with the help of TEG and be dealt with easily. We
thus design the Single Pair Throughput maximization (SPT)
algorithm based on TEG. For the case of the multiple pairs,
each pair of source-target has its own throughput demand
and the problem becomes quite challenging. We introduce
the Garg and Könemanns framework [13] to solve its dual
problem instead of the original problem TMP itself, which
enhances us having interesting way to present the Multiple
Pairs Throughput maximization (MPT) algorithm.

Summary of key contributions. This paper adopts TEG to
design interesting solution to TMP and gives the theoretical
analysis. The key contributions of this paper are list below:

1) This paper fully considers the factors of the network
dynamics and wireless interference at the same time in
the DRNs. Compared to the previous studies which only
consider a few dynamic factors, this paper consider the
influence of multiple complex factors on TMP problem
simultaneously, which is a difficult challenge to solve.
We introduce the TEG to describe the factors to reduce
the complexity of the way to solve the problem.

2) Based on TEG, for the first scenario of single pair of
source-target, this paper presents the SPT algorithm and
illustrates the priority to find the maximum throughput in
the DRNs. For the second scenario of the multiple pairs
of source-targets, it becomes quite challenging to solve978-0-7381-3207-5/21/$31.0 c⃝2021 IEEE
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the throughput maximization problem directly. This pa-
per introduces the Garg and Könemanns framework and
proposes the MPT algorithm based on TEG, which is
an approximation solution with the ratio of 1-3ϵ.

3) We conduct numerical evaluation for our methods based
on the simulated data and the data collected from the
real system. The simulation results show that the perfor-
mance of both SPT and MPT exceeds classic algorithm.
Additionally, the amount of harvested energy has great
impact on the throughput of both SPT and MPT.

This paper is organized as follows. The related works are
reviewed in the section II. The section III presents the system
model to describe the network dynamics and formulates the
TMP problem. The TEG is designed and TMP is transformed
to be the corresponding problem in Section IV. The SPT is
designed for the single pair of source-target in the section V.
While the section VI presents the MPT algorithm for multiple
pairs of source-targets and gives the theoretical analysis. The
performance of our solution is evaluated by the numerical
simulation in the section VII. The works of this whole paper
are summarized in the section VIII.

Most symbols used in this paper are summarized in Table I.

TABLE I: Symbol and meaning
Sym. Description Sym. Description
v Node N # of nodes
V Node set M # of edges
e Edge E Edge set
T Period τ Time slot
h Harvested energy b Remaining energy
G Graph ϕ Consumed energy
η Transmission power θ Receiving power
B Battery capacity c Edge capacity
v(t) c-node of t at τ f Throughput
GT TEG V T TEG node set
ET TEG edge set F Set of source-target pairs
λ Charge efficiency P Path set
p Single path r Link quality
I Interference function D Objective value function
l Length function w, ϵ, δ Constants

II. RELATED WORK

There are two closely related topics, the duty cycling and
the throughput maximization in the DRNs [1] [14]. Some new
works have been contributed to the two topics in renewable
wireless networks in order to achieve the neutral energy
operation [2] [8], or efficient energy utilization [2] [4] [8],
which may be affected by some factors, such as imperfect
charge efficiency and link quality [15].

A. Renewable Network Dynamic

In the renewable networks, one direction focuses on the tiny
energy harvesting, such as solar sensor network or backscatter
energy harvesting [16]. Facing the relatively limited harvested
energy, the duty cycle was adjusted independently in the
early studies since they only counted the amount of harvested
energy available in each period [7]. They estimated the short
or long term dynamics of the energy source to design an

appropriate power subsystem (i.e., solar panel size and energy
store capacity), and then dynamically computed the sustainable
performance level at runtime. Zhang et al. improved the energy
efficiency by considering the value of information of the
delivered data [2]. Some other works considered the duty
cycling time cooperation among one-hop neighboring nodes
by analyzing the dynamics of the harvested energy [8] [9].
Chan et al. developed a novel framework enabling an adaptive
duty cycling scheme to allow each node to obtain key QoS
metrics based on the Markov process decision by an adaptive
reinforcement learning algorithm [17].

Another group of works designed the sleep-scheduling
algorithms to take full advantage of the energy harvesting
capability efficiently [18], or to maximize network lifetime
at low latency [19], or to balance the energy consumption in
networks [20]. The previous works did not pay much attention
to the energy efficiency, which can be very low because of
some factors, such as the imperfect charge efficiency. Zhang
et al. studied the stochastic duty cycling under the imperfect
charge efficiency when the harvested energy is stored [3].
When the factors are time-variable, such as variable charge
efficiency, link quality and so on, the network is dynamic.
The existing works on duty cycling or sleep-scheduling have
not paid much attention to the network dynamics, which can
affect greatly on the network lifetime.

B. Throughput Maximization

A certain amount of works have been devoted to the
throughput maximization in energy harvesting multi-hop
networks [1] [21], but these works did not consider the
network dynamics fully.

Huang et al. investigated the throughput maximization prob-
lem over a finite horizon of multiple transmission blocks by
assuming the deterministic energy harvesting model under
which the energy arrival time and the harvested amount were
known prior to transmission [22]. Vaze et al. considered a
wireless communication channel between a single energy har-
vesting source-target pair, to maximize the mutual information
or the achievable rate between them over a fixed number
of slots [23]. Xu et al. studied the end-to-end throughput
maximization problem for optimal time and power allocation
in energy harvesting cognitive radio networks in order to de-
crease the transmission powers of second users by employing
multi-hop transmission with Time Division Multiple Access
(TDMA) [24]. Mehrabi et al. proposed a general framework
for network throughput maximization problem in energy har-
vesting wireless sensor networks when the data was collect-
ed from one-hop stationary sensor nodes by using a path-
constrained mobile sink [25]. By considering the QoS with
respect to diverse data traffic demands and communication
reliability, the network throughput was optimized in MIMO-
based wireless powered underground sensor networks [26].
These related works mainly studied the dynamic/deterministic
energy harvesting but not the network dynamics fully.

There are another two groups of related works, rate as-
signment/control [27] [28] and the duty cycled routing in
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renewable sensor networks or multi-hop networks [11] [12],
which usually did not take wireless interference or network
dynamics into account together.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

This paper considers a renewable dynamic wireless network
represented by a graph G(V,E), where V = {vi, i =
1, · · · , N} and E = {eij , ∀vi, vj ∈ V } and |E| = M . V
is the set of renewable nodes, each of which can harvest
environmental energy and store in its battery with the capacity
B > 0. Each node also has limited storage space to delay
its received or sampled data, and its size is assumed to be
w|τ |, where |τ | is the slot length and w is a positive constant.
E is a set of directional edges among the nodes with each
edge associated a capacity c(e). Each edge eij represents a
directional wireless communication link from vi to vj .

The harvested energy is usually spatio-temporally dynamic.
Furthermore, this paper also considers the network dynamics
on the wireless communication and energy storage. The link
quality and energy consumption on communication change
over time and among different edges and nodes. The battery
suffers from nonlinear charge property [29]. Let ηi(τ) and
θi(τ) denote the transmission and receiving power of node
vi during time slot τ , where ηi(τ) > 0 and θi(τ) > 0,
∀vi ∈ V, τ ∈ T , where period T is divided into m equal time
slots. Let re(τ) denote the link quality on edge e at time slot
τ , and λi(τ) denote the charge efficiency of node vi at time
slot τ when storing the harvested energy, and 0 < λi(τ) < 1.

When taking the above dynamic factors into account to-
gether, for a certain throughput f on edge e, the energy
consumptions of its transmitter and receiver are different and
time-variable as shown in the following equation:

ϕi
tx(τ) = fηi(τ)/re(τ), ϕ

j
rx(τ) = fθj(τ)/re(τ), ∀τ ∈ T ; (1)

where ϕi
tx(τ) and ϕj

rx(τ) are the energy consumptions of
the transmitter vi and receiver vj during τ . For edge eij ,
its throughput is determined by the minimal one among its
transmitter and receiver, feij = min{fvi , fvj}. The edge
throughput is time-dependent and constrained by the edge
capacity as follows:

fe(τ) ≤ c(e), ∀e ∈ E, τ ∈ T ; (2)

Let hi(τ) denote the harvested energy during slot τ by vi.
The harvested energy profile is defined by {hi(τ), τ ∈ T}.
Let bi(tk) denote the remaining energy of node vi until the
beginning of slot τk+1. It should be no less than zero at any
time slot. The consumed energy ϕi(τk) of each node vi during
slot τk should be at most the sum of the remaining bi(tk−1)
at the beginning of the slot and the harvested energy hi(τk)
during the slot. By introducing the variable charge efficiency,
it leads to the following equations:

bi(tk) = bi(tk−1) + λi(τk)|hi(τk)− ϕi(τk)|+
− |ϕi(τk)− hi(τk)|+

0 ≤ bi(tk) ≤ Bi, ϕi(τk) ≥ 0, ∀vi ∈ V, τk ∈ T ; (3)

where ϕi(τk) is the energy consumed on either transmission
or receiving. The operator |x|+ = x, if x > 0, and |x|+ = 0,
otherwise. The battery of each node is assigned with an initial
value, bi(t0), 0 ≤ bi(t0) ≤ Bi.

Interference function. Another challenging factor is the
wireless interference. Let I denote the interference model.
Suppose each node cannot receive and transmit data simul-
taneously. Ie denotes the interference set of edges which are
interfered by the edge e and the edge itself. I ′e denotes the set
of edges interfering the edge e. Let po denote the single path
in the network G, and Ipo denote the union of the inference
sets of edges from the path po, i.e., Ipo = ∪e∈poIe.

B. Problem Formulation

This paper studies the problem how to maximize the path
throughput in the DRNs. For a given pair of source-target,
there may be more than one single path. The throughput fpo

of each single path po depends on the throughput of each edge
on it, and is also time-dependent.

Definition 1 (Single Path Throughput): Suppose that a sin-
gle path po contains a set of edges Epo . Its throughput fpo is
the minimum among the throughput of edges from Epo , i.e.,
fpo = min

e∈Epo ,τ∈T
fe(τ).

Let Pst be the set of paths from vs to vt, vs ̸= vt, and
the throughput between them is thus f(vs, vt) =

∑
po∈Pst

fpo .

Given a set Vst of source-target node pairs, the TMP problem
is formulated to maximize their overall throughput under the
constraints (2) and (3) and wireless interference I as the
following optimization problem:

P1 : max
∑

(vs,vt)∈Vst

f(vs, vt)

s.t. Constraints (2) and (3), and I. (4)

The problem P1 is obviously NP-hard since it becomes the set
cover problem if the constraints in (4) were reduced to only
the wireless interference I .

IV. TEG AND PROBLEM TRANSFORMATION

This section designs the TEG and transforms the problem
P1 to the one under TEG.

A. TEG

Let GT (V T , ET ) be the corresponding TEG of G(V,E),
where V T and ET are the node and edge sets respectively.
Denote the duration between two moments tk−1 and tk by
time slot τk. We firstly present the process to construct the
TEG from G as the following steps:
1) Create m + 1 copies, v(tk), k = 0, 1, · · · ,m, for each
node v ∈ V . Name the newly created node as copied node
(c-node for short) and assign it with the parameter vector
[h(t), η(t), θ(t)]. Enclose all c-nodes in the c-node set V T .
2) Link each c-node v(tk) to its next c-node v(tk+1), and the
newly created directional link is called self-edge (s-edge for
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short). Denote it by es(τk+1) and set its capacity as c(es).
Include these s-edges into the edge set Es.
3) For each edge e ∈ E in G, create a set of copied-edges
(c-edge for short) ec(τ), τ ∈ T . Assign each c-edge with a
parameter vector [c(ec), rec(τ)], which are edge capacity and
link quality. Include these c-edges into the edge set Ec.

By above process, we can obtain that V T = {v(ti), i =
0, 1, · · · ,m, v ∈ V } and ET = Es ∪ Ec in the TEG GT . In
the following context, we adopt e to represent es or ec without
loss of the generality. Each source or target node in the node
pair set Vst is labelled with the extra information, the time,
such as vi(t). The source vs and target vt in G correspond
to vs(t0) and vt(tm) in GT respectively. When no confusion,
the following context will omit the moment labels, t0 and tm.
Let the set F denote the set of the pairs of source-targets in
TEG corresponding to Vst. Recall that each node has limited
storage space to delay the received data so the capacity of
s-edge is limited by the storage space given in Section III-A.
As to the two types of edges in TEG, and their capacities are
different and defined as c(e) = |τ | if e ∈ Ec and c(e) = w|τ |
if e ∈ Es, where w > 1 is a positive constant. The throughput
of the paths going through one single edge is constrained by
the edge’s capacity and we have the following constraint based
on (2). ∑

p∈F

∑
e∈p

fp ≤ c(e), ∀τ ∈ T, e ∈ ET ; (5)

Figure 1(a) shows an original sample of the DRNs, which
is transformed to its corresponding TEG in Figure 1(b). The
detailed process is illustrated as follows. The network G(V,E)
composes of V = {vi, i = 1, · · · , 4} and E = {ei, i =
1, · · · , 6}. In the TEG of Figure 1(b), the horizontal axis is the
time-coordinate and the vertical axis is the node-coordinate.
Each node is created m+1 copies, i.e., the donut-circle nodes
in Figure 1(b). For example, the device v1 has m+ 1 copies
v1(tk), k = 0, · · · ,m, i.e., the m+1 c-nodes list horizontally
in the last row. From each c-node to its next one, there is
a directional s-edge such as the brown dash-line arrow from
v1(t0) to v1(t1). Each edge in E is created a series of copies,
called c-edges. For example, edge e2 connects v1 to v2 in
the network, and its corresponding c-edges are the ones from
v1(tk) to v2(tk+1) in TEG, where k = 0, 1, · · · ,m− 1.

T-path. After constructing the TEG, let t-path denote any

v1 v4

v3v2

e2

e1

e3

e4
e5

e6

(a) Network

v3

v2

v1

Data link Storage link

t0 tm-1t1 t2

node

time

v4

tm

(b) Network TEG

Fig. 1: (a) shows a sample network and (b) creates its TEG,
in which the horizontal axis indicates the extended time and
the time span from ti−1 to ti represents slot τi.

single path in it. For example, there are two t-paths in Figure 2,
and its definition is as follows:

Definition 2 (Single t-path): A single t-path, denoted by pi,
is composed of a series of directional edges including the s-
edges and the c-edges from the source c-node vis(t0) to the
target one vit(tm).

v3

v2

v1

Data link Storage link

t0 tm-2t1 t2

node

time

v4

p2

p1

tm-1 tm

Fig. 2: There are two t-paths, p1 and p2, in TEG.

From single path to t-path. Since each node has m
corresponding c-nodes, each single path poi in the original
network G may correspond a set of t-paths pi from the source
vis to the target vit in TEG. For example, there is a path
v1 → v2 → v3 in the network of Figure 1(a). The corre-
sponding t-paths can be v1(t0)→ v2(t1)→ v3(t2) · · · v3(tm)
or v1(t0) → v1(t1) · · · → v2(tm−1) → v3(tm) and so on as
shown in Figure 2. From the example, it’s easy to notice that
the repeated s-edge on a t-path means that the original node
delays data to transmit at next time slot.

The original network may contain cycle but each single t-
path does not contain cycle since all edges directions are along
the time axis. Meanwhile, any pair of edges can interfere each
other only when they are active simultaneously, i.e., during the
same time slot. We have the following obvious relationship
between a single path and its corresponding t-path as the below
claims:

Claim 1: Each single path has a set of corresponding t-
paths, which has the following properties: (1)Any t-path does
not contain cycle; (2)Any t-path in TEG contains at most m s-
edges and c-edges; (3)In TEG, the interference can exist only
among the c-edges during same time slot.

Given a path, its throughput is determined by the bottleneck,
i.e., the edge with the minimum throughput among all of its
edges.

Claim 2: The throughput of any t-path is restricted by the
c-edge with the minimum throughput on it.

B. TMP Problem under TEG

With the TEG, the wireless interference model in Section III
are transformed as follows. TEG contains two types of edges:
s-edge and c-edge. Each s-edge has no interference with other
edges while c-edge has probability to interference with each
other during same time slot. Recall the definition of I ′e. I ′es =
∅ for any es ∈ Es since any es does not create wireless signal.
The interference edge set I ′e of any c-edge must contain no
s-edge so it has I ′e∩Es = ∅, ∀e ∈ Ec. Besides the constraint
in (5) caused by the throughput, the impact of the wireless
interference I on each c-edge’s capacity should be included,
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which is given as follows:

fe(τ) +
∑

e′(τ)∈I′
e(τ)

fe′(τ) ≤ c(e), ∀τ ∈ T, e′, e ∈ ET (6)

The constraint (6) means that the overall throughput of the
c-edges in the interference range in each time slot should
be no bigger than the edge capacity. Otherwise, there must
be conflict among the edges. Notice that any s-edge satisfies
the constraint naturally since it is not under the impact of
interference model, i.e., I ′e(τ) = ∅. So in the constraint (6),
we let e ∈ ET and the constraint (6) thus is suitable for both
s-edge and c-edge.

In TEG, each c-node updates its remaining energy with
Equation (3). The only difference is that the variables in the
equation have new meanings. bi(t) is the remaining energy of
c-node vi(t). ϕi(t) is the energy consumed by c-node vi(t) and
can be either transmission or receiving energy consumption.
In TEG, Pi is the set of paths from vis to vit and the throughput
between them is thus f(vis, v

i
t) =

∑
p∈Pi

fp, where (vs, vt)i ∈ F .

The problem P1 can thus be transformed to the corresponding
one P2 in TEG as follows:

P2 : max
∑

(vs,vt)i∈F

f((vs, vt)i)

s.t. Constraints (3) and (6)

fp > 0, ∀p ∈ Pi, (vs, vt)i ∈ F

V. SINGLE SOURCE-TARGET ALGORITHM

The preliminary question is to find the maximum throughput
between a given pair of nodes, which may contain some
paths between the nodes. The problem is NP-hard as stated in
Section III-B and different from the traditional network flow
problem, which cannot deal with the dynamic of harvested
energy and wireless interference. This section presents the
novel algorithm SPT to maximize the throughput for a single
pair of source-target by considering the factors of the network
dynamics and interference.

A. Single T-path Construction

Firstly, this section discusses the single t-path construction
to maximize its throughput by determining the following two
factors, cycle avoidance and energy allocation.

Circle avoidance. The original network G may contain
cycle while t-path in TEG as Claim 1. Any cycle on single
path cannot increase the throughput since it’s constrained by
the bottleneck of the edge with the minimum throughput on
it. Furthermore, any cycle on single path must consume extra
energy since there must be at least one node spending energy
on the same throughput twice or more. It’s necessary to avoid
any circle on any path. It’s quite easy to find cycle in a t-path
since it must go through some one node twice in the original
network when it has one cycle. Correspondingly, the node will
appear in its t-path as two c-nodes of the same node and there
is at least one c-edge among them. For example, there is a
path v2 → v3 → v4 → v2 in G as the example in Figure 1. Its

corresponding t-path is v2(t0) → v3(t1) → v4(t2) → v2(t3).
There are two c-nodes v2(t0) and v2(t3) of the same node
v2 and there is at least one c-edge, such as (v2(t0), v3(t1)),
between v2(t0) and v2(t4). Accordingly, we can find any cycle
on the corresponding t-path by the following claim.

Claim 3 (Finding cycle): A single path in the original net-
work G contains cycle if there are at least two c-nodes
including the source and target of the same node and exists at
least one c-edge between them on its corresponding t-path.

Energy allocation. Each t-path contains the relay c-nodes,
the source and target c-nodes. In order to maximize the
throughput of each relay c-node vi(tk), it has to spend energy
on both transmission and receiving on single t-path properly
so that it has the equal transceiving throughput. From the
view of moment tk, it acts as receiver in previous slot and
as transmitter in latter slot by recalling that the duration from
moment tk−1 to tk indicates slot τk. For example, a relay
c-node vi(tk) is a receiver during slot τk on edge e and is
a transmitter during τk+1 on another edge e′. When it’s the
receiver on the edge e, the energy allocation depends on the
remaining energy bi(tk−1), the harvested energy hi(τk) and
the link quality re(τk). When it’s the transmitter on the edge
e′, it depends on bi(tk), hi(τk+1) and re′(τk+1). Since this
section concerns the t-path containing no cycle, it goes through
one same relay c-node once. The way to allocate energy is
presented as the following algorithm.

Algorithm 1 Energy allocation method for single c-node
Input: A given c-node vi(tk) and the energy profile
hi(τj), j = 1, · · · ,m.
Output: The energy allocated for receiving and transmission
of vi(t), i.e., ϕi

rx(tk) and ϕi
tx(tk).

1: Define µ1 and µ2 to be two temporary variables;
2: Let µ1 = re(τk)ηi(tk+1)

re′ (τk+1)θi(tk)
; µ2 = bi(tk−1)+hi(τk+1)+hi(τk)

1+µ1
;

3: if µ2 > hi(τk) then
4: if µ2 ≤ hi(τk−1) then
5: ϕi

rx(tk) = [bi(tk−1) + hi(τk+1) + hi(τk)]/(1 + µ1);
ϕi
tx(tk) = [bi(tk−1)+hi(τk+1)+hi(τk)]/(1+1/µ1);

6: else
7: ϕi

rx(tk) = bi(tk−1) + hi(τk);
ϕi
tx(tk) = hi(τk+1);

8: end if
9: else

10: ϕi
rx(τk) = [bi(tk) + hi(τk+1)]/[µ1 + λi(τk)];

ϕi
tx(τk+1) = [bi(tk) + hi(τk+1)]µ1/[µ1 + λi(τk)];

11: end if

B. Algorithm Design

The idea of SPT is to search the t-path with the maximal
throughput and then to update the energy of c-nodes on it
iteratively till there exists no t-path with positive throughput.
Given a pair of source-target vs and vt in G, SPT firstly finds
all t-paths from vs(t0) to vt(tm) in TEG, which are included
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in the set Pst. According to Claim 1, TEG contains no cycle
and we can adopt Breadth First Search (BFS) to find the
set Pst. The second step is to find the maximal throughput
path pmax according to Claim 2 by the energy allocation in
Algorithm 1 and recalling Definition 1. Notice that each relay
c-node vi(t) on its t-path receives data in previous time slot
and then transmits it, and thus allocates its energy by the way
given in Algorithm 1. The third step is to update the remaining
energy of the c-nodes on pmax, and the capacity of c-edges
interfered by those edges on the path pmax. Remove any
path containing the c-edges with non-positive updated capacity
from Pst. Repeat the second and third steps till there exists
no t-path with positive throughput.

We illustrate the above process by an example with Figure 2.
Assume the source and target c-nodes are v1(t0) and v3(tm).
Firstly, SPT finds all t-paths from v1(t0) to v3(tm) by BFS and
obtain the set P13. Secondly, SPT calculates the throughput
of each c-edge in P13 according to the available energy of
its transmitter and receiver c-nodes and the throughput of
each path in the set, and finds the t-path with the maximal
throughput. For example, suppose that the maximal throughput
t-path is p1 in Figure 2. Since p1 contains the following c-
nodes: p1 = v1(t0) → v2(t1) → v3(t2) → v3(t3) · · · v3(tm).
Thirdly, update the remaining energy of the following c-nodes,
such as v1(ti), i = 0, 1, · · · ,m; v2(tj), j = 0, 1, · · · ,m;
v3(tk), k = 0, 1, · · · ,m. Suppose that the c-edge e’s capacity
is c(e) and is interfered by the edge e(v1(t0), v2(t1)), which
has the bottleneck throughput f . So e’s capacity c(e) is
updated as c(e) −= f . Repeat the above process until no t-path
with positive throughput. The algorithm SPT is summarized
in Algorithm 2.

C. Algorithm Analysis.

Theorem 1: Algorithm 2 can be terminated in time
O(m(M + 2N)).

Proof: The TEG has mM c-edges, mN s-edges and
(m + 1)N c-nodes totally. In Algorithm 2, the c-nodes at
t0 cannot be searched besides the source vs(t0) so the step
3 takes O(m(M + 2N)) time to implement the BFS. Each
round finds at least one bottleneck c-edge so there are at most
mM round to finish the “while” loop. Therefore, Algorithm 2
can be terminated at time O(m(M + 2N)).

Algorithm 2 provides a feasible solution to the problem P2,
and accordingly to the TMP formulated in P1. The reason
is that in each round of the “while” loop, the steps 5 and 8
ensure the energy consumption satisfying the energy constraint
in (3) and capacity constraint in (5), and the step 9 deals
with wireless interference by reducing the capacity of each
interfered c-edge so as to saturate the constraint in (6).

VI. MULTIPLE SOURCE-TARGETS SCHEME

When there are multiple pairs of source-targets, each of
which has its own throughput demand, this section introduces
Garg and Könemanns framework [13] to design a simple
and fast approximation solution to the problem P2, which is
formulated as the maximum concurrent flow problem.

Algorithm 2 SPT
Input: GT (V T , ET ), F , and I .
Output: The set Pst of t-paths to maximize the overall
throughput from vs(t0) and vt(tm).

1: Initially the flow f = 0 for all edges in GT ;
2: Let Pst = ϕ, and define a temporary path set P ′ = ϕ;
3: Search all t-paths from vs and vt by BFS, and include

them into the set P ′.
4: Exclude the paths containing cycle from P ′ by the method

in Claim 3.
5: Calculate the throughput of each c-edge, accordingly that

of each t-path, in Pst with its maximum available energy
according to Algorithm 1;

6: while P ′ ̸= ϕ do
7: Find the t-path pmax with the maximum throughput

fmax in Pst;
8: Update the remaining energy of each c-node on pmax

according to the allocated energy calculated in Step 5,
and update the remaining capacity of the edges on
fmax;

9: Update the capacity of each c-edge e interfered by those
on pmax, i.e., c(e)− fmax, ∀e ∈ Ipmax ;

10: Move pmax from P ′ to Pst;
11: end while

A. Garg and Könemanns Framework

Garg and Könemanns framework was proposed original-
ly for the maximum concurrent flow problem, where each
commodity flow has its own flow demand. Given a directed
network GT (V T , ET ) with the set F of source-target pairs
(vs,vt)i ∈ F , 1 ≤ i ≤ K, each pair of source-target (vs,vt)i
has its own throughput demand di. The maximum concurrent
flow problem in this paper is to find flow paths Pi for each
pair (vs, vt)i under the constraint of throughput demand and
to maximize the overall throughput of all pairs. Notice that
each commodity, i.e., each pair of source-target, may compose
of several flows and each flow is supported by one path.
Let Pi denote the set of flow paths for the pair (vs, vt)i in
GT (V T , ET ) and P = ∪(vs,vt)i∈FPi. Let fp denote the flow
variable on path p, p ∈ P . The maximum concurrent flow
problem can be given as the original problem of P3 in the
following formulation:

P3 : Original problem Dual problem

max
∑

ω D(l) , min
∑
e∈ET

l(e)c(e)

s.t.
∑
e∈pi

fp ≤ c(e), ∀e ∈ ET s.t.
∑
e∈p

l(e) ≥ zi, ∀p ∈ Pi

∑
p∈Pi

fp ≥ ωdi, ∀(vs, vt)i ∈ F
K∑
i=1

di · zi ≥ 1

fp ≥ 0, ∀p ∈ P l(e) ≥ 0,∀e ∈ ET
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The dual problem of P3 is to assign a length function l(e)
to each edge e ∈ ET and a nonnegative throughput variable
zi to each pair of source-target i so that the length of every
path in Pi is no less than zi, the total volume of the product
of the throughput variable and demand is no less than 1, and
the objective

∑
e∈ET

l(e)c(e) of the dual problem is minimized.

Garg and Könemann proposed an approximation algorithm for
the above dual problem so as to maximize the corresponding
maximum concurrent flow [13].

Garg and Könemann algorithm assigns a flow f , and
a length function l(e) to each edge e. Initially, f = 0,
and l(e) = δ

c(e) , ∀e ∈ ET , i.e., no routed flow, where
δ = ((1 − ϵ)/|ET |)1/ϵ is quite small value while ϵ < 1 is
previously given positive small value. The algorithm runs in
phases and each phase contains several iterations. In iteration
i, it routes di units of flow for commodity i from vis to vit
by the following steps. In each step, it finds the shortest
path pi for the pair of source-target (vs, vt)i ∈ F with the
current edge length function l(e), where e is either c-edge or
s-edge. The bottleneck fi of pi then can be found and then
the minimum one between fi and remaining demand d′i of
(vs, vt)i is selected to be the increased flow for the path pi.
The length of the edges on the path is accordingly updated by
multiplying the length l(e) of each edge e of pi by a factor of
1 + ϵ

min{fi,d′
i}

c(e) . After the path length updating, let zi be the
length of the shortest path in Pi, i.e., zi = minpj∈Pi l(pj). Let
limin denote the shortest path from vis to vit with the length
function l. Let α(l) =

∑K
i=1 dizi for all source-target pairs in

F . So minimizing D(l) under the dual constraints is equivalent
to minimizing β , minl D(l)/α(l) by computing edge length
l(e) for the edges. The algorithm stops in limited time as given
in the following lemma when the objective value is at least one,
i.e., D(l) ≥ 1 and β ≥ 1. When β < 1, Fleischer provided a
standard procedure for scaling the problem so that β ≥ 1 [30].
Notice that the final flow produced by the above procedure
may exceed the edge capacities of some edges. So it needs to
scale the final flow f down by the maximum fm among the
overflow edges so as to obtain a feasible solution. Because the
algorithm only increases the flow along paths with the length
smaller than one and the length update rule of the algorithm
ensures that the length of edges on the paths is exponential in
their overflow, we can conclude that this maximum overflow
is not very large as the following lemmas.

Lemma 2: (see [13]). Let f be the flow obtained by the
above process and scale it down by log1+ϵ

1
δ . The final flow

then is feasible.
Lemma 3: (see [13]). If β ≥ 1, |f |

log1+ϵ
1
δ

≥ (1 − 3ϵ)OPT ,
where OPT is the value of the optimal flow and ϵ is a constant.

Lemma 4: (see [13]). For any ϵ > 0, there is an algorithm
that can compute (1 − 3ϵ)-approximation to the maximum
concurrent flow problem in time O(K(mMδ)2).
P2 Transformation. With the concept of network flow, the

path associated with throughput can be treated as the network
flow, and the problem P2 can be rewritten as the maximum
concurrent flow problem. For a pair of source-target nodes vs

and vt in TEG, a flow fst is a throughput associated path
from vs to vt. Recall that the moment labels t0 and tm are
omitted in the following context when no confusion. Each
flow ensures the constraints (3) and (6) saturated. The solution
to P2 is equivalent to finding a series of flows for all pairs
of source-targets. This section transfers the problem P2 to
the maximum multicommodity flow problem with a linear
program. Let Pi denote all possible flows for source-target
pair (vs, vt)i, and P denoted the union of all such flow sets,
i.e., P = ∪(vs,vt)i∈FPi. The problem P2 then becomes the
following one in TEG.

P4 :max ω

s.t.
∑
p∈Pi

fp ≥ ωdi, ∀(vs, vt)i ∈ F

Constraints (3) and (6)

f > 0, ∀f ∈ Pi, (vs, vt)i ∈ F

B. Networked Energy Allocation

It’s quite complex to solve the maximum multicommodity
flow problem P4 directly. By recalling TEG is a directed graph
and each edge in it has its own capacity, this paper can follow
Garg and Könemann’s framework [13]. This section presents
a fast approximation algorithm, named MPT, for the dual
problem of P4 instead of the solution for the original problem
itself. For a given t-path p containing several edges e ∈ p,
the throughput of each edge is constrained not only by the
constraint (6), but also by its available energy for transceiving
when it acts as receiver during slot τ and as transmitter at
τ+1. Recall s-edge does not consume energy. Let the available
throughput be f ′ under the energy update in Equation (3).
By replacing f by f ′ in P4, we can omit the constraint (3)
and obtain an equivalent problem, denoted by P ′

4. The dual
problem of P ′

4 thus has the same form with the dual problem
of P3.

Since the dual problem of P3 is NP-hard, this paper designs
the approximation algorithm MPT for it. The approximation
algorithm for an optimization problem is usually evaluated
theoretically by the metric: approximation ratio. Denote the
theoretical performance of the approximation and optimal
algorithms for the problem by Appro and Opt respectively.
The approximation ratio of the approximation algorithm is ρ
if Appro

Opt ≤ ρ for a minimization problem, or Appro
Opt ≥ ρ for a

maximization problem.
The idea of the algorithm MPT for the dual of P3 is to find

the shortest paths between the source-targets iteratively, and
to determine the available flow, i.e., throughput, through the
edges on the path under the constraints of the wireless inter-
ference and the available energy. The algorithm MPT consists
of three steps. In the first one, it finds the shortest paths for
each pair of source-targets from the set F by the Dijkstra
algorithm. In the second step, it allocates the energy to find
the available throughput for the shortest paths and determines
the final throughput under the constraints given in the dual
of P3. In the third step, it updates the lengths and capacities
of edges and the remaining energy of each c-node which are
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contained in the founded paths. The edges interfered by those
on the shortest paths are also updated. The three steps are
iteratively proceed and repeated till all pairs of source-targets
reach their demands or D(l) , min

∑
e∈Ec

c′(e)l(e) ≥ 1. The

details of the algorithm MPT are presented in Algorithm 3.

Algorithm 3 MPT
Input: Information of the harvested energy of all devices and
GT (V T , ET ); d for each pair of source-target; flow f = 0.
Output: The throughput fτ of each c-node v(t) in each time
slot τ .

1: for each pair of source-targets (vs, vt)i ∈ F do
2: Initialize the throughput of each pair of source-target

by fi = 0, and assign each pair with a demand di > 0;
3: end for
4: D = 0; δ = ( 1−ϵ

|ET | )
1/ϵ;

5: for each edge e ∈ ET do
6: l(e) = δ

c(e) ; D += l(e) · c(e);
7: end for
8: Define a temporary demand variable for each pair d′ of

source-target (vs, vt)i;
9: while D < 1 do

10: for each (vs, vt)i ∈ F do
11: if d′i ̸= 0 then
12: Let d′i = di; /*d′i is the remaining demand of the

pair (vs, vt)i*/
13: Find a shortest path pi in GT for each (vs, vt)i

w.r.t the length function l(·);
14: Allocate energy for each node on pi, and then

calculate the available throughput f ′
e for each edge

e on pi by the method given in Algorithm 1;
15: Find the available bottleneck capacity f ′

i(e
′) on pi,

where e ∈ pi, and let f ′
pi
← f ′

i(e
′);

16: Calculate the increased available throughput for the
source-target pair i: ∆f ′

i ← min{f ′
i(e), d

′
i};

17: for each edge e ∈ pi ∪ I ′e:e∈pi
do

18: l(e) ∗= (1 + ϵ · ∆f ′
i

c(e) ); D += ϵ · ∆f ′
i

c(e) ; d′i −=
∆f ′

i ;
19: end for
20: end if
21: end for
22: end while
23: for each pair (vs, vt)i ∈ F do
24: f ′

i = f ′
i |τ |/ log1+ϵ

1+ϵ
δ ; /*throughput scaling*/

25: end for

In the step 17 of Algorithm 3, I ′e:e∈pi
is the sets of edges,

which were interfered by those on the path pi under the
wireless interference model I . It means that the available
throughput on all of the interfered edges is reduced. For exam-
ple, in Figure 2, suppose that the c-edge e12 : v1(t0)→ v2(t1)
interferes the edge e42 : v4(t0) → v2(t1) and the throughput
on e12 is fe12 . The available throughput of e42 is then less
than the maximum one between c(e42)− fe12 and 0.

We give an example to show the mechanism of Algorithm 3

in Figure 2. After the lengths of all c-edges are initialized,
suppose that the t-path p1 is the shortest from the source v1(t0)
to the target v3(tm). The algorithm MPT calculates the energy
allocation for all the c-nodes on p1 by the method given in
Algorithm 1 and then obtains the available throughput of each
c-edge of p1. The bottleneck capacity of p1 then can be found
to be f ′(p1) and the increased throughput ∆f ′(p1) from v1(t0)
to v3(tm) can be calculated. Notice that it needs to update
the lengths of not only each c-edge on p1 but also the edges
interfered by those on p1, such as e42 : v4(t0)→ v2(t1). With
the interference model I , the edges interfered by the edges
on p1 also update their maximal available throughput and all
interfered edges are included in the set I ′e:e∈pi

. Increase D by
ϵ · ∆f ′

i

c(e) and reduce the demand di for the source-target pair
(vs, vt)i by ∆f ′

i . MPT repeats above process till D ≥ 1.
With the reference [13], the Garg and Könemann algorithm

needs at most O(ϵ−2km logL · Tsp) time, where L is the
maximum number of edges on a path between any source-
target pair, and Tsp is the time required to compute the
shortest s-t path in a graph with non negative edge-weights.
This paper applies the existing results to obtain the theoretical
performance of Algorithm 3. With Lemmas 2, 3 and 4, and
Claim 1, we can obtain the following theorem. Notice that the
numbers of edges and c-nodes in TEG are m(M + N) and
(m+ 1)N .

Theorem 5: The algorithm MPT has the time complexi-
ty O(ϵ−2km2(M + N)2 logm log[(m + 1)N ]) in the TEG
GT (V T , ET ), and gives an approximation solution with at
least 1 − 3ϵ times of the optimum for any constant ϵ, where
0 < ϵ ≤ 1/3.

VII. NUMERICAL EVALUATION

This section evaluates the performance of our algorithms
with the numerical simulation based on the simulated data
and the data collected from the real system.

A. Simulation Setting

Collected data from real system. This paper conducts
the experiment with 20 solar sensor nodes, each of which
composes of a solar panel, a TelosB sensor node and a
controller. The controller can control the harvested energy to
charge the battery or to support the TelosB. TelosB sensor
node can sense and record the voltage of the solar power. The
solar panel has the power of 5V and 100mA with the size of
70mm×28mm. We carry out a seven-day experiment and select
out 12 typical groups of energy profile data, which records the
power value of the harvested energy in 24 hours from 8 a.m
to the next 8 a.m. The 12 groups represent different solar
conditions, sunny in whole day, sunny in half day, cloudy in
whole day, cloudy in half day, and raining day. Each group of
energy profile data contains variable solar power values over
time different from other groups, and has its own average and
variance.

Simulation environment. This paper also conducts exten-
sive simulation with different amounts of nodes deployed in a
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Fig. 3: The throughput under the collected data and simulated data.
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Fig. 4: Harvested energy vs throughput.

100×100 square area. The transceiving range and the interfer-
ence range of each node are set to be 15 and 30 respectively.
Since the transceiving powers are time variable, the simulation
allows each node to set different power level at each time slot,
which are generated randomly by the simulation with different
average and variance. The link quality is also time variable so
the simulation assigns each edge e with different quality value
0.5 < r(e) ≤ 0.95 at each time slot that is selected randomly
from 0.5 to 0.95 with interval 0.05.

There are few researches that consider network dynam-
ics and wireless interference simultaneously. Therefore, this
section gives a basic algorithm BA to present a group of
typical algorithms in the energy-harvesting/renewable wireless
networks. BA assumes that the transceiving powers are static
and calculates the duty cycle straightforwardly, i.e., the ratio of
the amount of active time to the period length, according to the
amount of harvested energy with or without energy harvesting
prediction. This section also gives another comparison data
curve, named “Best Throughput (BT)”. It is the optimal
throughput among the source and the target when assuming
they can use the harvested energy fully, and communicate with
the minimal power and perfect link quality.

B. Result analysis

This section analyzes the performance of our algorithms,
SPT and MPT, on the throughput under different parameter
settings. In the following figures, the curves of SPT for CD
and MPT for CD illustrate the performance of the Algorithm
SPT and MPT when the data of harvested energy are collected
from the real system, where CD means the collected data
and MPT curve is the throughput of each pair of source-
target on average. CD contains 12 groups of harvested energy
profiles. Besides the collected, the rest data of harvested
energy are generated by simulation program when setting
different averages and variances. Each node randomly selects
one group in each sample point, which is repeated with 50
times in simulation. In SPT, BA and BT, there is only one
pair of source-target. In MPT, the numbers of source-targets
are randomly selected from the duration [2, N/2].

We evaluate the performances of SPT and MPT in com-
parison to BA and BT based on the collected and simulated
data. In Figure 3(a), the performances of BA, SPT and MPT
are estimated by randomly allocating one group data to each

node from the 12 groups of the CD. The results show that SPT
and MPT are better than BA on throughput. When the number
of nodes increases, the advantage of SPT is more obvious than
MPT while MPT keeps stable. From the figure, the throughput
of BA may be consistent with that of MPT when the number
of nodes becomes larger. But this situation won’t happen,
because the purpose of BA is that all the collected energy
is always the last to use, and there must be a loss due to the
charging efficiency. While in MPT, the collected energy can be
used immediately, thus reducing the energy waste. Figure 3(b)
shows that the performances of SPT, MPT, BA rank always
from top to bottom for heterogeneous collected data. MPT is
49.07% better than SPT, and 210.47% better than BA.

Figure 3(c) illustrates the performance of the algorithms
when they all adopt the simulated data of the harvested energy.
Both SPT and MPT have better performance than BA and
the performance increases with the number of nodes. SPT is
77.33% better than BA, and MPT is 39.45% better than BA.
Therefore, the throughput of SPT and MPT is significantly
higher than that of BA. In the figure, SPT accounts for 27.14%
of BT on average and MPT accounts for 21.34%. This is
because BT is calculated with the optimal value of network
dynamic factors, e.g., best link quality and largest collected
energy. While in our algorithms, except for the controllable
independent variables, dynamic factors are randomly gener-
ated, so the performances of our algorithms are worse than
BT.

This section also investigates the factors affecting the
throughput of all algorithms by simulation. Figure 4 illustrates
that the amount of harvested energy has much impact on all
algorithms, where the data of harvested energy is generated
randomly by simulation with different averages and variances.
So each point in the figure is the average throughput in all
cases where the numbers of nodes are set to be from 10 to
50 with interval 5. Figure 4(a) shows that the throughput of
all algorithms increases with the average value of harvested
energy. But the performance of all algorithms has no much
change when the variance increases as shown in Figure 4(b).

Figure 5 plots the demand completion ratio of MPT when
each point is also set to be the average of throughput in the
cases of setting the horizontal axis as average or variance when
the numbers of nodes are set to be from 10 to 50 with interval
5. The demand completion ratio is the ratio of the implemented
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demand to the given one by MPT. It’s also greatly impacted
by the average of the harvested energy while the number of
nodes and variance have almost no impact on it.
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Fig. 5: Properties of demand completion ratio.

VIII. CONCLUSION

This paper takes the network dynamics into account togeth-
er including the spatio-temporally variable harvested energy,
transceiving power and link quality. Meanwhile, the wireless
interference and the imperfect charge efficiency are described
as the time variable function of edge. The problem to find
the maximum throughput between the given pairs of source-
targets is shown to be NP-hard. This paper introduces TEG
to give a quite new interesting way to design the algorithms
respectively for the single and multiple pairs of source-targets
with different demands, and finds the feasible solution for the
first case and the approximation one for the second case.
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