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A B S T R A C T

This paper comprehensively investigates spatio-temporal dynamics for task offloading in the Internet of Things
(IoT) Edge Network (iTEN) in order to maximize utility. Different from the previous works in the literature that
only consider partially dynamic factors, this paper takes into account the time-varying wireless link quality,
communication power, wireless interference on task offloading, and the spatiotemporal dynamics of energy
harvested by terminals and their charging efficiency. Our goal is to maximize utility during the task offloading
by considering the above-mentioned factors, which are relatively complex but closer to reality. This paper
designs the Time-Expanded Graph (TEG) to transfer network dynamics and wireless interference into some
static weight in the graph so as to devise the algorithm easily. This paper firstly devises the Single Terminal
(ST) utility maximization algorithm on the basis of TEG when there is only one terminal. In the case of multiple
terminals, it is very complicated to directly solve the utility maximization of the task offloading. This paper
adopts the framework of Garg and Könemann and devises a multi-terminal algorithm (MT) to maximize the
total utility of all terminals. MT is a fast approximate algorithm and its approximate ratio is 1-3𝜍, where
0 < 𝜍 < 1∕3 is a positive small constant. The comprehensive experiments are conducted to illustrate that our
algorithm significantly improves the overall utility compared to the three basic algorithms.
1. Introduction

With the rapid proliferation of the IoT, the IoT terminals and their
produced data grows dramatically in recent years [1]. However, due
to the limitation of the computation and storage capabilities of the
IoT terminals, they are inadequate for computation-intensive tasks [2].
Furthermore, IoT terminals are limited by their own power supply [3,
4]. Fortunately, the fast development of wireless networks has enabled
more and more IoT terminals to connect to the Internet and share
their information. IoT terminals move some computation tasks to the
specified devices, which have relatively rich computation and storage
capability and sufficient energy supply [5,6]. This way of migrating
tasks is often described as computation offloading [7].

In recent years, a growing number of works have been contributed
to computation offloading [1,8,9]. Cloud computing emerges in late
2007, which provides flexible computation services by remote cloud [10,
11]. The Cloud integrates abundant computation and storage resources
in a specific place and offers diversified services to the IoT termi-
nals [12]. Nevertheless, the number of IoT terminals and their produced
tasks are growing rapidly, which brings tremendous pressure to the
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computation load of the Cloud [13,14]. On the other hand, the location
of the cloud is generally far away from the IoT terminals, so network
transmission would cause high network delay and energy consump-
tion [15]. It is not feasible for time-sensitive tasks especially, such
as real-time control in the industrial IoT [16–18]. To cope with the
constrained high network latency and energy consumption of remote
cloud, Mobile Edge Computing (MEC) has been proposed as a feasible
paradigm [19,20]. In MEC, edge servers at the edge of the wireless
networks receive and complete tasks from the IoT terminals. They
have the advantage of being geographically close to IoT terminals and
thus highlight its advantages in latency and bandwidth to effectively
improve the reliability and quality of services [21–23]. This paper
adopts a three-tier collaboration architecture called iTEN, which is
composed of IoT terminals, edge servers, and the cloud. The previous
works only consider part of the network dynamic properties such as
power or link quality during task offloading. However, we need to
take extra comprehensive factors into account to make it closer to
reality [24,25]. This paper considers not only the network dynamic
properties but also the time variability of the IoT terminal energy
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389-1286/© 2022 Elsevier B.V. All rights reserved.

https://doi.org/10.1016/j.comnet.2022.109164
Received 22 December 2021; Received in revised form 27 June 2022; Accepted 4 J
uly 2022

http://www.elsevier.com/locate/comnet
http://www.elsevier.com/locate/comnet
mailto:jcwang@hdu.edu.cn
mailto:jh_zhang@hdu.edu.cn
mailto:limingliu@hdu.edu.cn
mailto:zhengxuzhao66@163.com
mailto:hx_wang@hdu.edu.cn
mailto:gaozhigang@hdu.edu.cn
https://doi.org/10.1016/j.comnet.2022.109164
https://doi.org/10.1016/j.comnet.2022.109164
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comnet.2022.109164&domain=pdf


Computer Networks 214 (2022) 109164J. Wang et al.
collection and the imperfect charging efficiency. Integrating these
factors, this problem becomes more complicated but more realistic.
This paper further considers the problem of wireless interference during
multi-terminal offloading and how to effectively characterize the above
factors. These factors bring great challenges to the task offloading of IoT
terminals.

This paper first comprehensively considers the dynamic characteris-
tics of the network, the dynamic energy collection of the IoT terminals
and their imperfect charging efficiency, as well as the interference
factor of wireless transmission, and then try to characterize the above
dynamic factors in a suitable way. To maximize the utility of task
offloading under constraints of wireless interference is an NP-hard
problem, and it is quite challenging to solve directly. This paper devises
Time-Expanded Graph (TEG), which is a novel and fascinating way to
handle the above-mentioned problem. Finally, the paper studies how to
maximize the total utility of task offloading in two cases. Specifically,
this paper first studies the case of a single terminal and designs a Single
Terminal (ST) algorithm based on TEG. Secondly, each terminal has a
certain amount of tasks to offload in multi-terminal cases. This paper
adopts Garg and Könemann’s method [26] to handle its dual problem
rather than the primal one, which allows us to design an approximation
algorithm: Multiple Terminal (MT) algorithm.

Contributions. This paper considers the task offloading from the
IoT terminals to the edge servers or cloud by introducing TEG to devise
an interesting method for the utility maximization problem and analyze
it theoretically. The main contributions are listed below:

1. This paper considers network dynamics and wireless interference
factors comprehensively, which are much more complicated
than the previous one which only considers partial network
dynamics. This paper introduces TEG to dynamically represent
network dynamics and wireless interference, which simplifies
the problem and enables us to have a good perspective to handle
the issue.

2. On the basis of TEG, this paper proposes ST algorithms to solve
the path selection of task offloading of a single IoT terminal,
and expounds on the feasibility of the algorithm in the iTEN
utility maximization. For scenarios where multiple IoT terminals
offload tasks simultaneously, this paper simplifies the problem
by introducing Garg and Könemann’s framework and proposing
MT algorithms with an approximate ratio of 1-3𝜍.

3. The proposed ST and MT algorithms are evaluated by extensive
simulation experiments and compared with three baseline algo-
rithms. The results show that our algorithm is significantly supe-
rior to these baseline algorithms in terms of utility, throughput,
and energy consumption.

This paper is organized as follows. Section 2 summarizes the related
work of task offloading. Section 3 proposes the system model to de-
scribe the dynamics of the network and formulates the problem of
utility maximization. The TEG is constructed in Section 4, and the
utility maximization problem is transformed into the corresponding
TEG problem. Sections 5 and 6 design the corresponding ST and MT
algorithms for a single terminal and multiple terminals respectively and
carry out the theoretical analysis. This paper evaluates the performance
of our proposed algorithms through extensive experiments in Section 7.
Section 8 summarizes the work of this paper.

Table 1 lists the main symbols used in the paper.

2. Related works

2.1. IoT Edge Computing

Extensive research was devoted to the field of computing offloading
in IoT edge computing [27,28]. Guo et al. arranged multiple mobile
terminals to offload their computation tasks to the remote cloud. The
2

clock frequency and transmission power of mobile terminals were
Table 1
The main symbols used in the paper.

Sym. Explanation Sym. Explanation

𝐺 Graph 𝐺𝛤 TEG
𝑣 Node 𝑒 Edge
𝜏 Time slot 𝑇 Period
𝑉 Node set 𝑉 𝛤 TEG node set
𝐸 Edge set 𝐸𝛤 TEG edge set
𝑀 # of nodes 𝑁 # of edges
ℎ Node process ability 𝜃 Remaining energy
𝜙 Consumed energy 𝜌𝑟 Receiving power
𝜌𝑡 Transmission power 𝑓 Throughput
𝑢 Utility 𝑐 Edge capacity
𝑝 Single offloading path 𝑙 Length function
𝐼 Interference function 𝑟 Link quality
𝑃 Path set 𝑄 Objective value function
𝐹 Set of task 𝐾 |𝐹 |
𝜖, 𝜍, 𝜉, 𝛿 Constants 𝑧, 𝜆 Variable for dual problem

optimized to minimize the energy consumption and the computation
delay while considering the task priority requirements [29]. Wang et al.
investigated energy and task causality constraints due to task dynamic
arrival and channel fluctuations and studied the terminal collecting
energy from the energy beamforming, which could be used to perform
computing tasks locally or offload tasks to the edge servers [30].
In [31], Zhang et al. proposed a stochastic mixed integer nonlinear
programming problem based on joint optimization of the task alloca-
tion decision, flexible computational resource scheduling and wireless
resource allocation. Guo et al. considered representing the energy-
efficient computation offloading problem as a mixed integer non-linear
programming problem [32].

Existing works were devoted to the problem of computation of-
floading in multi-hop scenarios [33,34], where edge servers have a
connection with some other edge servers or clouds and share resources
with each other [33]. Funai et al. proposed a heuristic algorithm
for iterative task assignment, which could optimize the collaborative
network of computing task allocation in the multi-hop collaborative
network [34]. However, these efforts focused on independent tasks
and usually did not jointly take network flow scheduling into account.
In [35], the problem of fine-grained task offloading in edge computing
of low-power IoT systems was studied. The goal was to minimize
the average task duration of all IoT applications. The unique task
topologies and schedules of the IoT network had a great impact on the
performance and resource utilization of the whole task offload [36,37].
Wang et al. proposed a multi-user task offloading scheme based on non-
orthogonal multiple access technologies, which could make multi-users
offload tasks simultaneously to increase efficiency [36]. Apostolopoulos
et al. considered the impact of users’ risk-seeking or loss-aversion
behaviors on mobile edge computing policies under the influence of
current uncertainties such as unstable network connectivity [37].

2.2. iTEN Dynamics

The network dynamics were studied including some time-varying
factors separately such as energy harvested, link quality, and power
consumption. Zhan et al. considered the variation of transmission rate
because the dynamic environment disturbs the channel [38]. Some
works considered online offloading in iTEN, where task arrival time
and channel state were time-varying [31,39]. He et al. considered
that each user could only have one task per time slot in the multi-
access edge computing system [40]. Liu et al. considered the network
topology changes at different time slots due to IoT terminal or edge
server movement [41]. In paper [42], Liu et al. considered that the
geographical location of the users may change at different time slots.
As users move, their tasks were migrated to nearby edge servers. In

these works, dynamic factors such as transmission rate and dynamic
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Fig. 1. (a) represents the original network, (b) constructs the corresponding TEG, the horizontal axis represents the time slot, and the time span is represented by the slot, such
as [𝑡𝑖−1, 𝑡𝑖] is denoted by slot 𝜏𝑖.
task arrival were considered, but in the iTEN, wireless interference and
network dynamics were not fully considered.

From the existing works, we can find that the dynamics are the
inherent features of iTEN and usually coexist. The existing related
works are considered a part of such features separately so as not able
to meet the fact that the dynamics and wireless interference coexist.

3. System model and problem formulation

3.1. System model

This paper constructs an actual architecture for collaborative task
offloading in iTEN, as shown in Fig. 1(a), which includes three layers,
namely terminal layer, edge layer and cloud layer. The terminal layer
composes of diversified IoT terminals and the edge layer consists of a
certain number of edge servers. This section introduces a graph 𝐺(𝑉 ,𝐸)
to represent the iTEN, where 𝑉 = {𝑣𝑗 , 𝑗 = 1,… ,𝑀}, 𝐸 = {𝑒𝑗𝑘,∀𝑣𝑗 , 𝑣𝑘 ∈
𝑉 } and |𝐸| = 𝑁 . 𝑉 is a node-set including the cloud, edge servers
and terminals. Without loss of generality, 𝑣0 represents the cloud node,
and 𝑣𝑠 and 𝑣𝑚 represent the edge server node and the terminal node
respectively. The node-set 𝑉 is divided into two sets 𝑉𝑠 and 𝑉𝑚. The
former contains the cloud and edge server while the latter contains the
terminals, i.e., ∀𝑣0, 𝑣𝑠 ∈ 𝑉𝑠 and ∀𝑣𝑚 ∈ 𝑉𝑚. 𝑉𝑚 can be divided into two
subsets: 𝑉𝑚,𝑖𝑛𝑓 and 𝑉𝑚,𝑐𝑜𝑙, i.e. 𝑉𝑚 = {𝑉𝑚,𝑖𝑛𝑓 , 𝑉𝑚,𝑐𝑜𝑙}. 𝑣𝑚 ∈ 𝑉𝑚,𝑖𝑛𝑓 has a
fixed power supply while the other in 𝑉𝑚,𝑐𝑜𝑙 may harvest energy from
the environment and store it in its own battery of capacity 𝐵𝑖. In the
energy model, the energy harvested by each terminal node is different
from others due to the spatial inhomogeneity and time-variation of the
environmental energy distribution [43]. Denote the energy collected
by terminal node 𝑣𝑖 ∈ 𝑉𝑚,𝑐𝑜𝑙 in the time slot 𝜏 as 𝜑𝑖(𝜏). Assume that the
remaining battery energy of terminal node 𝑣𝑖 at the start time 𝑡𝑘 of time
slot 𝜏𝑘+1 is 𝜃𝑖(𝑡𝑘). Therefore, the energy that terminal node 𝑣𝑖 can use
to transmit tasks in time slot 𝜏 cannot exceed the sum of its remain-
ing and harvested energy. This paper further considers the imperfect
charging efficiency of the battery, denoted by 𝜎, and gets the following
formula:

𝜃𝑖(𝑡𝑘) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

min {𝐵𝑖, 𝜃𝑖(𝑡𝑘−1)+
𝜎(𝜑𝑖(𝜏𝑘) − 𝜙𝑖(𝜏𝑘))}, 𝜑𝑖(𝜏𝑘) ≥ 𝜙𝑖(𝜏𝑘);

max {0, 𝜃𝑖(𝑡𝑘−1)+
𝜑𝑖(𝜏𝑘) − 𝜙𝑖(𝜏𝑘)}, 𝜑𝑖(𝜏𝑘) < 𝜙𝑖(𝜏𝑘).

(1)

𝐸 contains all directional edges between nodes and each edge
denotes a communication link. For example, 𝑒𝑗𝑘 denotes a link from
𝑣𝑗 to 𝑣𝑘 and is associated with a capacity 𝑐(𝑒). The communication link
can be either wireless or wired. Notice that 𝑐(𝑒) represents the commu-
nication bandwidth limitation of edge 𝑒 as the following constraint.

𝑓 ≤ 𝑐(𝑒), ∀𝑒 ∈ 𝐸; (2)

where 𝑓 is the throughput going through the edge 𝑒 and denotes the
task load in this paper.
3

This paper studies the scenario where the iTEN is dynamic in several
properties, including the link quality, the transmission power, and the
task processing ability, which change over time because of variable
physical reasons. At time 𝑡, this paper denotes the edge 𝑒’s link quality
by 𝑟𝑒(𝑡), ∀𝑒 ∈ 𝐸, as well as node 𝑣𝑗 has a transmission power and node
𝑣𝑘 has a receiving power, represented by 𝜌𝑗𝑡 (𝑡) and 𝜌𝑘𝑟 (𝑡) respectively,
where 𝜌𝑗𝑡 (𝑡) > 0 and 𝜌𝑘𝑟 (𝑡) > 0, ∀𝑣𝑗 , 𝑣𝑘 ∈ 𝑉 .

For any edge 𝑒 whose task load is 𝑓 , it requires the transmitter and
receiver to spend energy on communication, which is time-dependent
and the equation is given as follows:

𝜙𝑗tx(𝑓, 𝑡𝑡𝑥) = ∫𝑡𝑡𝑥
𝑓𝜌𝑗𝑡 (𝑡)∕𝑟𝑒(𝑡);

𝜙𝑘rx(𝑓, 𝑡𝑟𝑥) = ∫𝑡𝑟𝑥
𝑓𝜌𝑘𝑟 (𝑡)∕𝑟𝑒(𝑡).

(3)

where 𝜙𝑗tx(𝑓, 𝑡) and 𝜙𝑘rx(𝑓, 𝑡) represent the energy consumptions of the
𝑣𝑗 and 𝑣𝑘 and 0 ≤ 𝜙𝑗tx(𝑓, 𝑡𝑡𝑥) ≤ 𝜃𝑗 (𝑡𝑡𝑥), 0 ≤ 𝜙𝑘rx(𝑓, 𝑡𝑟𝑥) ≤ 𝜃𝑗 (𝑡𝑟𝑥). 𝑡𝑡𝑥 and 𝑡𝑟𝑥
are the time moments to begin the transmission and reception.

Some nodes also consume energy except that on communication
when it processes tasks and suppose that node 𝑣𝑖 is one of them.
This paper also assumes that energy consumption on task processing
is dynamic and lets 𝜓 𝑖𝑝(𝑡) denote the energy consumption of node 𝑣𝑖 to
process unit task load at time 𝑡. Given the task with the load 𝑓𝑝, the
time slot is 𝑡𝑝 to process 𝑓𝑝 and the consumed energy is given as the
following equation.

𝜙𝑖c(𝑓, 𝑡𝑝) = ∫𝑡𝑝
𝑓𝑝𝜓

𝑖
𝑝(𝑡),∀𝑣𝑖 ∈ 𝑉𝑠; (4)

Each node may spend its energy on both communication and task
processing. Let 𝜙𝑖(𝜏) denote the total energy consumptions of node 𝑣𝑖
in the time slot 𝜏, and get the components of the consumed energy as
the following equation.

𝜙𝑖(𝜏) = 𝜙𝑖tx(𝑓𝑡𝑥, 𝑡𝑡𝑥) + 𝜙
𝑖
rx(𝑓𝑟𝑥, 𝑡𝑟𝑥) + 𝜙

𝑖
c(𝑓𝑝, 𝑡𝑝),∀𝑣𝑖 ∈ 𝑉 ; (5)

where 𝑓𝑡𝑥, 𝑓𝑟𝑥, and 𝑓𝑝 are transmitted, received, and processed task
load respectively. For each node in 𝑉𝑚,𝑖𝑛𝑓 , the energy consumed on the
communication cannot exceed the battery capacity in the whole period
𝑇 . With the definitions of energy consumption in Eq. (5), The overall
energy consumed by each terminal node cannot exceed the remaining
energy in its battery as the following energy constraint:

∫𝑇
𝜙𝑖(𝜏) ≤ 𝜃𝑖(𝜏),∀𝑣𝑖 ∈ 𝑉𝑚,𝑖𝑛𝑓 ; (6)

Consider that terminal node 𝑖 can interfere with other terminal
nodes in the process of offloading tasks through wireless transmission.
The transmission rate 𝜇(𝑡) of terminal node 𝑖 at time 𝑡 can be obtained
by the following Shannon formula [44,45]:

𝜇𝑖𝑘(𝑡) = 𝐵𝑖𝑘 log2 (1 +
𝜌𝑖𝑡(𝑡)𝑔

𝑖
𝑘

∑ 𝑗 𝑗 ); (7)

𝜔 + 𝑣𝑗∈𝑉𝑚 ,𝑗≠𝑖 𝜌𝑡 (𝑡)𝑔𝑘
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where 𝐵𝑖𝑘 and 𝑔𝑖𝑘 denote the bandwidth and channel gain between
terminal node 𝑖 and node 𝑘 respectively. 𝜔 denotes the white Gaussian
noise. Formula (7) represents the way to calculate the terminal trans-
mission rate when the other terminals may transmit simultaneously.

Each node in 𝑉𝑠 has its own computing capacity denoted by ℎ𝑖(𝑡),
which refers to the maximum available ability of node 𝑣𝑖 to process
tasks at time 𝑡. When each node 𝑣𝑖 in the set 𝑉𝑠 processes a task with the
load of 𝑓 , the time consumption 𝛥𝑡 can be calculated by the following
formula.

𝛥𝑡𝑖𝑝(𝑓, 𝑡𝑝) = ∫𝑡𝑝
𝛿1

𝑓
ℎ𝑖(𝑡)

, ∀𝑣𝑖 ∈ 𝑉𝑠; (8)

where 𝛿1 is a constant, and 𝑡𝑝 is the time moment to begin the task
rocessing. When there is no task to process, 𝛥𝑡𝑖𝑝(𝑓, 𝑡𝑝) = 0.

Each terminal may have a series of tasks to the process by of-
loading. This paper assumes that the task can be splittable into some
egments with different lengths, and these segments forms a task 𝑓 , i.e.,

each splittable task contains a certain amount of load and different from
others. When the task 𝑓 is sent to node 𝑣𝑖, such as a edge server or cloud
to process, which has time variable computing power ℎ𝑖 to process,
it gets some utility as the following utility function if 𝑓 is processed
successfully.

𝑢𝑖(𝑓, 𝑡) = 𝛿2𝑓ℎ𝑖(𝑡), ∀𝑣𝑖 ∈ 𝑉𝑠; (9)

𝑢𝑖(𝑓, 𝑡) =

⎧

⎪

⎨

⎪

⎩

𝛿2
𝛥𝑡𝑖𝑝(𝑓, 𝑡𝑝)

, 𝛥𝑡𝑖𝑝(𝑓, 𝑡𝑝) > 0; (10)

0, 𝛥𝑡𝑖𝑝(𝑓, 𝑡𝑝) = 0. (10′)

where 𝛿2 is a given positive constant. The utility function is the
reciprocal of the time to process the task 𝑓 , which means that the
higher computing power leads to the better utility when given the task.

For each node in 𝑉𝑠, the constrained resource is the limited time.
iven a time duration 𝛿𝑡 and the processed ability ℎ, the task load 𝑓
hich can be processed should follow the below constraint:

≤ ∫𝛿𝑡
ℎ(𝑡); (11)

Interference function. In iTENs, some nodes may communicate
y wireless so the wireless interference cannot be evitable. This paper
ssumes that the node cannot transmit and receive simultaneously
hen it communicates by wireless and adopts a general interference
odel 𝐼 . Let 𝐼𝑒 represents the interference set of edge 𝑒, including edge
and edges within the interference range of 𝑒, and 𝐼 ′𝑒 represents the

et of edges that would interfere with edge 𝑒. When the node transmits
asks with wired, the corresponding edge would not interfere with other
dges, and the interference set of edge 𝑒 is empty, i.e., 𝐼𝑒 = ∅.

.2. Problem formulation

This paper studies the problem that the splittable tasks are offloaded
rom the terminals to the edge servers or the cloud so as to maximize
he utility in the dynamic iTEN. Given the set 𝑉𝑚 of terminals, each
f which has a series 𝐹 of tasks to process by offloading to those
odes in 𝑉𝑠, it costs some energy on the offloading and receives some
tility. Assume that the energy consumption on communication and
ask processing is dynamic, and the related parameters, i.e., ℎ𝑖(𝑡) and
(𝑡), are previously known or can be estimated. The problem studied
n this paper is to offload the task in 𝐹𝑖, ∀𝑣𝑖 ∈ 𝑉𝑚 to some nodes in 𝑉𝑠
o as to maximize the overall utility under the constraints given in the
revious subsections. The problem is formulated as below.

1 ∶ max
∑

𝑣𝑖∈𝑉𝑠

𝑢𝑖

𝑠.𝑡. Constraints (6) and 𝐼 ; (12)
4

∀𝑓 ∈ 𝐹𝑗 , 𝑣𝑗 ∈ 𝑉𝑚. (13)
When constraints in (12) are simplified to the wireless interference
𝐼 , the problem 1 convert to the set coverage of the optimization
problem and so that 1 is evidently NP-hard.

4. TEG and problem transformation

To describe the network dynamics, this section constructs the TEG,
with which the problem 1 can be transformed as the static one so as
to easy us to design the solution.

4.1. TEG

This section defines the graph 𝐺𝛤 (𝑉 𝛤 , 𝐸𝛤 ) to represent the TEG of
𝐺(𝑉 ,𝐸), where 𝑉 𝛤 and 𝐸𝛤 denote the sets of the nodes and edges
in TEG. This paper discretizes the system of the iTEN, where the
period 𝑇 is consists of 𝑚 time slots of equal duration and assumes
that the network properties keep constant including the processing
ability, communication power, and link quality in each duration 𝜏.
The horizontal time coordinate is labeled with the time moments 𝑡𝑘,
= 0,… , 𝑚. The time slot 𝜏𝑘 represents the time duration between 𝑡𝑘−1

nd 𝑡𝑘. The TEG of 𝐺 is constructed through the following steps:

1. Every node 𝑣 in 𝑉 is copied 𝑚 + 1 times denoted by 𝑣(𝑡𝑘), 𝑘 =
0,… , 𝑚, and named as c-node. All the c-nodes form 𝑉 𝛤 . Each
c-node is assigned the parameter vector [𝑐(𝑣(𝑡𝑘)), 𝜌𝑡(𝑡𝑘), 𝜌𝑟(𝑡𝑘)],
which are computing power and transmission power and receiv-
ing power respectively.

2. Create a directional link between c-node 𝑣(𝑡𝑘) and its next c-node
𝑣(𝑡𝑘+1), and call it 𝑠1-edge denoted by 𝑒𝑠1 (𝜏𝑘+1). Create another
𝑠2-edge from each edge server node 𝑣(𝑡𝑘) ∈ 𝑉𝑠 to itself, and
denote it by 𝑒𝑠2 (𝜏𝑘+1). Set their weights as [0, 𝑐(𝑒𝑠1 )] and [1, 𝑐(𝑒𝑠2 )]
respectively. The set 𝐸𝑠 is consists of these s-edges.

3. For each node 𝑣 ∈ 𝑉 in 𝐺, create c-edge from 𝑣(𝑡𝑘) to 𝑣(𝑡𝑘+1), 𝑘 =
0,… , 𝑚, denoted by 𝑒𝑐 (𝜏𝑘+1). Set parameter vector [𝑟𝑒𝑐 (𝜏), 𝑐(𝑒𝑐 )]
for each of them and represent link quality and edge capacity
respectively. The set 𝐸𝑐 is consists of these c-edges.

4. Create a node 𝑣 as the virtual node (v𝑣 for short). Let all of
‘‘final" c-nodes from 𝑉𝑠, i.e., 𝑣𝑖(𝑡𝑚), ∀𝑣𝑖 ∈ 𝑉𝑠, connect to v𝑣. Set
the weights of the newly created edges to be zero and include
the edges into 𝐸𝑐 .

The above process leads to 𝑉 𝛤 = {𝑣(𝑡𝑗 ), j = 0, 1, 2, ⋯, 𝑚, 𝑣 ∈ 𝑉 }
{v𝑣} and 𝐸𝛤 = 𝐸𝑠 ∪ 𝐸𝑐 in 𝐺𝛤 . The reason to create 𝑠2-edge for each
ode in 𝑉𝑠 means that the edge server has the ability to relay tasks
o other nodes and no energy consumption on task processing. By the
bove steps, this section obtains a new graph 𝐺𝛤 (𝑉 𝛤 , 𝐸𝛤 ). In 𝐺𝛤 , each
erminal has more than one copies and the set 𝑉𝑚 is extended as a
ew set. The c-node in TEG can be c-terminal, c-edge server or c-cloud.
et the first c-terminal 𝑣(𝑡0) of each terminal in 𝑉𝑚 be the source to
ffload the task, which is called the source c-terminal. All of the source
-terminals are included in a new set, which is also denoted by 𝑉 𝛤

hen no confusion. The capacity of s-edge and c-edge in TEG is denoted
y the |𝜏| and 𝜖|𝜏| respectively, where 𝜖 > 1 is a small positive constant.

Fig. 1 gives an example to transfer a sample original network to its
orresponding TEG. The original network 𝐺(𝑉 ,𝐸) in Fig. 1(a) consists
f 𝑉 = {𝑣𝑘, 𝑘 = 0,… , 5} and 𝐸 = {𝑒𝑘, 𝑘 = 1,… , 8}. In Fig. 1(b), each
ode in 𝐺(𝑉 ,𝐸) is copied of 𝑚 + 1 times, i.e., the triangular node 𝑣5 in
he top row, 𝑣5 has 𝑚 + 1 c-nodes, 𝑣5(𝑡𝑘), 𝑘 = 0,… , 𝑚. Each c-node has
gray dash-line arrow pointing itself from the current slot to the next

lot, such as 𝑣5(𝑡0) to 𝑣5(𝑡1). 𝑣5 has a series of 𝑠1-edges, such as 𝑣4(𝑡𝑘) to
0(𝑡𝑘+1), 𝑘 = 0, 1,… , 𝑚 − 1. The second step creates the 𝑠2-edge for the
dge server. For example, the red circular arrow on 𝑣5(𝑡𝑘), 𝑘 = 0,… , 𝑚.
Path in TEG. Recall that the purpose of the task offloading is to

aximize the utility. Given a task, the purpose can be transferred to
ind the shortest path in TEG. The task offloading consists of two parts,
o find the path between the source and target and to implement the
ask. To obtain the utility in the dynamic iTEN, it requires to finding the
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path with a certain cost and the target feeding back with some utility
while the dynamic factors should be concerned in this paper. TEG
can support the requirement and includes the network dynamic and
wireless interference by finding the shortest path with the maximum
flow. In TEG, each path contains the c-edge, 𝑠1-edge, 𝑠2-edge and
-node. The 𝑠1-edge weight represents the cost to deliver the task while
he 𝑠2-edge weight refers to whether to offload tasks from the current
dge node to other edge nodes or cloud nodes. Each c-node has the
apacity to guarantee the consumed energy below the battery capacity.
otice that the edges linked to the virtual node have zero weight and

he capacity of the virtual node is very large. This section gives the
efinition of the single offloading path in TEG.

efinition 1 (Single Offloading Path). An offloading path is an edge
et from the source c-node 𝑣𝑘(𝑡0) to the v𝑣 in the TEG, including the
1-edges, c-edges or the 𝑠2-edges, denoted by 𝑝𝑘.

Through every single offloading path, the source c-node can send
tasks to v𝑣. Let 𝑃𝑖 denote the set of the single offloading path from 𝑣𝑖(𝑡0)
o v𝑣, 𝑣𝑖 ∈ 𝑉𝑚. The task loads of them are thus 𝑓 (𝑣𝑖(𝑡0), v𝑣) =

∑

𝑝∈𝑃𝑖 𝑓𝑝,
here 𝑣𝑖 ∈ 𝑉𝑚. Let 𝑃 be the set of all paths from all first c-nodes in 𝑉𝑚,
.e., 𝑃 = ∪𝑣𝑖∈𝑉𝑚𝑃𝑖.
Discrete constraints. Recall that each edge has the bandwidth and

ach 𝑠1-edge has limited capacity accordingly.
∑

𝑝∈𝑃

∑

𝑒∈𝑝
𝑓𝑝 ≤ |𝜏|𝑐(𝑒), ∀𝜏 ∈ 𝑇 , 𝑒 ∈ 𝐸𝛤 ; (14)

Some edges represent wireless communication and their corre-
ponding 𝑠1-edges have capacities affected by the wireless interference.
o each 𝑠1-edge has the constraint more general than that in (14) as the
ollowing one.
∑

𝑝∈𝑃

∑

𝑒∈𝑝
𝑓𝑝 +

∑

𝑒′(𝜏)∈𝐼 ′𝑒(𝜏)

𝑓𝑒′(𝜏) ≤ 𝑐(𝑒), ∀𝜏 ∈ 𝑇 , 𝑒′, 𝑒 ∈ 𝐸𝛤 ; (15)

he above constraints stipulate that within the interference range of
ne 𝑠1-edge in each time slot, the total throughput of the wireless 𝑠1-
dges should not be greater than the capacity of the 𝑠1-edges. Note that
ny c-edge, 𝑠2-edge, or wired 𝑠1-edge is not affected by the interference
odel, i.e., 𝐼 ′𝑒(𝜏) = ∅, so it naturally satisfies the constraints. The

onstraint (15) is suitable for any edge 𝑒 ∈ 𝐸𝛤 , i.e., the constraint is
the generalization of the constraint (14).

The constraint (11) shows the limitation on the time available for
the task processing. Since each node 𝑣𝑖 has at most time |𝜏| to process
ask during each time slot 𝜏, each c-node 𝑣𝑖(𝜏) can process the load
ℎ𝑖(𝜏)|𝜏| at most, where ℎ𝑖(𝜏) is the discretized processing ability of 𝑣𝑖
n 𝜏. The capacity of each c-node 𝑣𝑖(𝜏) is ℎ𝑖(𝜏)|𝜏|, and the throughput

is constrained as the following equation.

𝑓 ≤ ℎ𝑖(𝜏)|𝜏|; (16)

The parameters 𝜌𝑖𝑡(𝑡), 𝜌𝑖𝑟(𝑡) and ℎ𝑖(𝑡) keep constant in each time slot in
TEG. In order to simplify the representation, the time moments 𝑡𝑡𝑥, 𝑡𝑟𝑥
and 𝑡𝑝 in Eq. (5) are omitted here. Let 𝜙𝑖(𝜏) denote the energy consumed
by node 𝑣𝑖 in the time slot 𝜏. The discrete version of Eq. (5) is given as
the following one.

𝜙𝑖(𝜏) = 𝜙𝑖tx(𝑓𝑡𝑥) + 𝜙
𝑖
rx(𝑓𝑟𝑥) + 𝜙

𝑖
c(𝑓𝑝),∀𝑣𝑖 ∈ 𝑉 𝛤 ; (17)

Accordingly Eq. (6) is discretized as the following energy constraint:

∑

𝜏∈𝑇
𝜙𝑖(𝜏) ≤ 𝜃𝑖(𝜏),∀𝑣𝑖 ∈ 𝑉𝑚,𝑖𝑛𝑓 ; (18)

4.2. Discretized Utility Maximization problem

Some nodes have limited energy and their corresponding c-nodes
5

update their energy by Eq. (17). Discrete the problem 1 into the
corresponding 2 in TEG under the condition of discrete constraint, as
shown below.

2 ∶ max
∑

𝑣𝑖(𝑡0)∈𝑉 𝛤𝑚

𝑢(𝑣𝑖(𝑡0), v𝑣)

𝑠.𝑡. Constraints (15), (16) and (18);
𝑓𝑖 ⩾ 0, ∀𝑝 ∈ 𝑃𝑖, 𝑣𝑖(𝑡0) ∈ 𝑉 𝛤

𝑚 .

5. Single terminal scheme

The preliminary purpose of task offloading is to maximize the utility
and minimize the cost. This section studies the basic case where there
is only one terminal to offload task and designs the ST algorithm.

5.1. Single offloading path construction

This subsection firstly investigates the construction of a single of-
floading path through the two steps of avoiding circulation and dis-
tributing energy in order to maximize utility and minimize cost.

Circle avoidance. The 𝐺𝛤 (𝑉 𝛤 , 𝐸𝛤 ) may comprise cycles but any
path that contains cycles would decrease the utility and increase the
cost instead. Avoid any cycles when looking for a single offloading path
in the task offloading process. Fortunately, it is not very difficult to
determine whether a path contains cycles or not. Any path containing
a cycle must pass through a node in 𝐺(𝑉 ,𝐸) twice. Therefore, there
re two c-nodes contained in the single offloading path and there is
t least one 𝑠1-edge among them. For example, as shown in Fig. 1(b),
here is a path 𝑣1 → 𝑣4 → 𝑣5 → 𝑣4 in 𝐺. Its corresponding path is
1(𝑡0) → 𝑣4(𝑡1) → 𝑣5(𝑡2) → 𝑣4(𝑡3). There are two c-nodes 𝑣4(𝑡1) and
4(𝑡3) of the same node 𝑣4 and there is at least one 𝑠1-edge, such as
𝑣1(𝑡0), 𝑣4(𝑡1)). Therefore, the cycle in the path can be identified by using
he following claim.

laim 1 (Cycle Identification). If any single offloading path in the original
etwork 𝐺 contains cycles, it must contain at least two same c-nodes and
t least one 𝑠1-edge between them in corresponding TEG.

Energy allocation. Every single offloading path starts from one
ource c-terminal to the v𝑣 and contains c-edge server or c-cloud. In
rder to maximize the utility, it has to deliver and process the task with
he task load as much as possible according to the definition in Eq. (9).
ccordingly, the task processing and delivering require the energy
n transmission, receiving or task processing on the single offloading
ath with appropriate proportion so that there is an equal load to be
elivered and processed. Concretely, the source c-terminal only spends
nergy on the transmission so it can devotes all its remaining energy on
ransmission to maximize the delivered task load. When one node acts
s a relay node, it must use its energy for transmission and reception.
hen one node takes the task processing, it has to spend its energy on

oth receiving and processing. This section proposes a way to allocate
nergy for the latter two cases. Suppose that a c-node 𝑣𝑖 is a relay node
n the TEG. When in the time slot 𝜏𝑘, it serves as a receiver to receive
asks through edge 𝑒, the remaining energy it can use is 𝜃𝑖(𝑡𝑘−1), the
eceiving power is 𝜌𝑖𝑟𝑥(𝜏𝑘), and the wireless link quality is 𝑟𝑒(𝜏𝑘). When
n the time slot 𝜏′𝑘, it serves as a transmitter to transmit tasks through
dge 𝑒′, the remaining energy it can use is 𝜃𝑖(𝑡𝑘), the transmission power
𝑖
𝑡𝑥(𝜏𝑘′ ), and the wireless link quality is 𝑟𝑒′ (𝜏𝑘′ ), where 𝑘 < 𝑘′. Let 𝑥, 𝑓 ,
nd 𝑓 ′ be the amounts of energy spent on task receiving, data received
y 𝑣𝑖(𝑡𝑘), and data transmitted by 𝑣𝑖(𝑡𝑘′ ) respectively, and then get the
ollowing equation.

=
𝑥𝑟𝑒(𝜏𝑘)
𝜌𝑖𝑟𝑥(𝜏𝑘)

; (19)

𝑓 ′ =
[𝜃𝑖(𝑡𝑘−1) − 𝑥]𝑟𝑒′ (𝜏𝑘′ )

𝜌𝑖𝑡𝑥(𝜏𝑘′ )
. (20)

To enable the two c-nodes to have the equal delivered task load, this
paper assigns the energy for transmission and receiving satisfying the
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Algorithm 1 Single c-node energy allocation
Input: Set transmission, receiving or task processing power, and the
remaining energy 𝜃𝑖(𝑡𝑘−1) for c-node 𝑣𝑖(𝑡𝑘).
Output: Allocate the energy to the c-node 𝑣𝑖(𝑡𝑘) for task transmission,
receiving or processing.

1: if 𝑣𝑖(𝑡𝑘) is the source c-terminal then
2: It spends all remaining energy 𝜃𝑖(𝑡𝑘−1) on task transmission;
3: end if
4: if 𝑣𝑖(𝑡𝑘) is the relay then
5: It allocates energy according to Equation (21);
6: end if
7: if 𝑣𝑖(𝑡𝑘) is the task processor then
8: It allocates energy according to Equation (24).
9: end if

following relationship while exploring all the remaining energy 𝜃𝑖(𝑡𝑘−1)
to maximize the delivered load. To set 𝑓 = 𝑓 ′, and gets the amounts of
energy on receiving and transmission are given as follows:

𝜃𝑖𝑟𝑥(𝜏𝑘) =
𝑟𝑒′ (𝜏𝑘′ )𝜌𝑖𝑟𝑥(𝜏𝑘)𝜃𝑖(𝑡𝑘−1)

𝑟𝑒(𝜏𝑘)𝜌𝑖𝑡𝑥(𝜏𝑘′ ) + 𝑟𝑒′ (𝜏𝑘′ )𝜌𝑖𝑟𝑥(𝜏𝑘)
;

𝜃𝑖𝑡𝑥(𝜏𝑘′ ) =
𝑟𝑒(𝜏𝑘)𝜌𝑖𝑡𝑥(𝜏𝑘′ )𝜃𝑖(𝑡𝑘−1)

𝑟𝑒(𝜏𝑘)𝜌𝑖𝑡𝑥(𝜏𝑘′ ) + 𝑟𝑒′ (𝜏𝑘′ )𝜌𝑖𝑟𝑥(𝜏𝑘)
.

(21)

The method to allocate energy for the cloud and edge server to
process tasks is quite similar. Suppose that a c-node is a processing node
in the TEG. When in the time slot 𝜏𝑘, it serves as a receiver to receive
tasks through edge 𝑒, the remaining energy it can use is 𝜃𝑖(𝑡𝑘−1), the
receiving power is 𝜌𝑖𝑟𝑥(𝜏𝑘), and the wireless link quality is 𝑟𝑒(𝜏𝑘). When
it serves as a task processor to processing tasks, the remaining energy
it can use is 𝜃𝑖(𝑡𝑘), the processing power 𝜌𝑖𝑝(𝜏𝑘′ ). Let 𝑥, 𝑓 and 𝑓 ′ be the
amount of energy spent on task receiving, the amount of data received
by 𝑣𝑖(𝑡𝑘) and the amount of data processed by 𝑣𝑖(𝑡𝑘′ ) respectively.

𝑓 =
𝑥𝑟𝑒(𝜏𝑘)
𝜌𝑖𝑟𝑥(𝜏𝑘)

; (22)

𝑓 ′ =
[𝜃𝑖(𝑡𝑘−1) − 𝑥]

𝜌𝑖𝑝(𝜏𝑘′ )
. (23)

Let 𝑓 = 𝑓 ′ and lead to the result in the below equation.

𝜃𝑖𝑟𝑥(𝜏𝑘) =
𝜌𝑖𝑟𝑥(𝜏𝑘)𝜃𝑖(𝑡𝑘−1)

𝑟𝑒(𝜏𝑘)𝜌𝑖𝑝(𝜏𝑘′ ) + 𝜌𝑖𝑟𝑥(𝜏𝑘)
;

𝜃𝑖𝑝(𝜏𝑘′ ) =
𝑟𝑒(𝜏𝑘)𝜌𝑖𝑝(𝜏𝑘′ )𝜃𝑖(𝑡𝑘−1)

𝑟𝑒(𝜏𝑘)𝜌𝑖𝑝(𝜏𝑘′ ) + 𝜌𝑖𝑟𝑥(𝜏𝑘)
.

(24)

Determine the path utility and cost.When each c-node is assigned
energy by the above equations, the c-edge server or c-cloud may be able
to deliver or process tasks with a different load. However, every single
offloading path delivers and processes one same task so the load keeps
invariable. So we have the following claim for the task load on every
single offloading path and summarize the above energy allocation as
Algorithm 1.

Claim 2. For a task delivered on a single offloading path 𝑝, its load,
denoted by 𝑓𝑝 is determined by the following way: 𝑓𝑝 = min{𝑓𝑒, 𝑒 ∈ 𝑝},
where 𝑓𝑒 is calculated by the available energy for edge 𝑒, which is determined
by Eqs. (21) and (24).

5.2. Single terminal algorithm design

The section designs an algorithm, named Single Terminal algorithm
(ST), to offload tasks when there is only one terminal. The basic
mechanism of task offloading is to find an edge server or cloud server
6

Fig. 2. There are two 𝑝𝑖, 𝑝1 and 𝑝2, in TEG.

for the terminal and search for a path with the least consumption for
task offloading. In TEG, the task communication power and the task
computing power of the c-node have time-varying characteristics, so
the cost and utility of task delivery are also time-varying. The core
mechanism of ST is to look for the paths with the maximal utility
and the minimum cost, and then renew the remaining energy of the
c-node. The process is iterative till there is no such path existing. Given
a source c-terminal 𝑣𝑖(𝑡0) and the v𝑣 in 𝐺𝛤 , the algorithm ST first
looks for all paths from source terminal 𝑣𝑖(𝑡0) to the destination v𝑣 and
includes these paths in 𝑃𝑠. In order to save costs, ST searches for paths
without cycles, so the Breadth First Search (BFS) can be used to find
𝑃𝑠. Next, according to the energy distribution method in Algorithm 1,
and according to Definition 1, find the maximum utility path 𝑝𝑚𝑎𝑥. Note
that if c-node 𝑣𝑖(𝑡) is the relay node on path 𝑝𝑖, it receives the task in
the previous time slot, and transmits it in the next time slot. And the
processing node c-node receives the task in the previous time slot and
then processes it in the next time slot. Their energy distribution method
is given in Algorithm 1. Finally, the remaining battery energy of the
c-node on the path 𝑝𝑚𝑎𝑥 and the remaining transmission capacity of the
edges interfered by these edges on the path 𝑝𝑚𝑎𝑥 are updated. Delete
all paths that contain 𝑠1-edges and whose updated capacity is negative
or 0 from 𝑃𝑠, and repeat the above steps until there are no paths in 𝑃𝑠.

This section illustrates the above process through the source ter-
minal c-terminal 𝑣2(𝑡0) in Fig. 2. First, the algorithm ST searches all
the paths from 𝑣2(𝑡0) to v𝑣 through BFS and puts them into the set
𝑃2. Second, calculate the utility of each path in the set 𝑃2 and find
the offloading path 𝑝𝑖 with the largest utility. For example, path 𝑝1
in Fig. 2 has the largest offloading utility, where 𝑝1 contains the
following c-nodes: 𝑝1 = 𝑣2(𝑡0) → 𝑣5(𝑡1) → 𝑣5(𝑡2) → ⋯ → 𝑣5(𝑡𝑚−1) →

𝑣5(𝑡𝑚) → v𝑣. Finally, update the remaining energy of nodes 𝑣2(𝑡𝑖),
𝑖 = 0,… , 𝑚, and 𝑣5(𝑡𝑗 ), 𝑗 = 1,… , 𝑚. Furthermore, the edge interfered by
path 𝑝1 needs to update the capacity. Assuming that the maximum load
of the edge e is 𝑐(𝑒), and it is interfered by the edge 𝑒(𝑣2(𝑡0), 𝑣5(𝑡1)) in 𝑝1,
the offloading amount of this edge is 𝑓 , and the remaining maximum
load of edge e is 𝑐(𝑒) -= 𝑓 . Perform the above steps iteratively until
there is no path in the set 𝑃2. Algorithm 2 describes the steps of the
algorithm in detail.

5.3. Algorithm analysis.

Theorem 1. The time complexity of Algorithm 2 is 𝑂(𝑚(𝑁 + 2𝑀)).

Proof. There are (𝑚 + 1)𝑀 c-nodes, 𝑚𝑀 𝑠1-edges, and 𝑚𝑁 c-edges
in TEG. Step 3 in Algorithm 2 needs to spend 𝑂(𝑚(𝑁 + 2𝑀)) time to
search all paths of the source terminal node 𝑣𝑠(𝑡0) through BFS at time
𝑡0. More than one bottleneck 𝑠1-edge is found in each round, so the
‘‘while’’ loop has no more than 𝑚𝑀 rounds to complete. Therefore, the
time complexity of Algorithm 2 is 𝑂(𝑚(𝑁 + 2𝑀)).
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Algorithm 2 ST
Input: 𝐺𝛤 (𝑉 𝛤 , 𝐸𝛤 ), 𝐼 , and 𝐹
utput: From 𝑣𝑠(𝑡0) to v𝑣, the set of paths 𝑃𝑠 that maximizes the
verall task offloading utility.

1: The initial flow of all edges in 𝐺𝛤 is set to be zero, i.e. 𝑓 = 0;
2: Set 𝑃𝑠 = ∅, and define 𝑃 ′ = ∅ as a temporary path set;
3: Find all feasible paths of 𝑣𝑠(𝑡0) to 𝑣𝑣 through BFS, and add them to

the 𝑃 ′;
4: Use the method in Claim 1 to exclude paths containing loops from
𝑃 ′;

5: According to Algorithm 1, calculate the maximum load transferred
or processed by each 𝑠1-edge in 𝑃𝑠 with its maximum available
energy, and then calculate the maximum load each path;

6: while 𝑃 ′ ≠ ∅ do
7: Search for the path 𝑝𝑚𝑎𝑥 with the greatest task offloading utility,

and obtain its corresponding load 𝑓𝑚𝑎𝑥;
8: In Step 5, the energy allocation plan of the node has been cal-

culated, and each c-node’s remaining energy on 𝑝𝑚𝑎𝑥 is updated
according to this, and the remaining capacity of the edge on 𝑝𝑚𝑎𝑥
is updated to 𝑐(𝑒) − 𝑓𝑚𝑎𝑥;

9: The 𝑠1-edge interfered by edge on 𝑝𝑚𝑎𝑥 needs to update the
capacity, i.e., 𝑐(𝑒) − 𝑓𝑚𝑎𝑥, ∀𝑒 ∈ 𝐼𝑝𝑚𝑎𝑥 ;

10: Move 𝑝𝑚𝑎𝑥 from 𝑃 ′ to 𝑃𝑠;
11: end while

6. Multiple terminals dual method

This section studies the case where there are multiple terminals,
each of which has its own task set to offload. This paper introduces
Garg and Könemann’s framework [26] to transfer the problem 2 into

Maximum Concurrent Flow (MCF) problem, and then a simple and
uick approximate solution is designed.

.1. Garg and Könemann’s framework

The MCF problem is a variation of the network flow problem and
llows each commodity flow to deliver a flow demand for itself. Garg
nd Könemann’s framework provides a fast and simple solution to it.
ased on the TEG 𝐺𝛤 (𝑉 𝛤 , 𝐸𝛤 ) with the set 𝑉𝑚 of all source c-terminals,

each terminal source 𝑣𝑖(𝑡0) has its own task 𝑞𝑖 to deliver, which can be
pitted into a set of tasks. In this paper, this algorithm needs to search
ask offloading paths 𝑃𝑖 for each terminal under the energy and capacity
onstraints to maximize the overall utility while minimizing the costs.
otice that each source c-terminal may find more than one path to v𝑣.

Let 𝑃𝑖 represent the path set of the c-terminal 𝑣𝑖(𝑡0) in 𝐺𝛤 (𝑉 𝛤 , 𝐸𝛤 ) and
𝑃 = ∪𝑣𝑖(𝑡0)∈𝑉𝑚𝑃𝑖. Let 𝑓𝑝 represent the task load on path 𝑝, 𝑝 ∈ 𝑃 , to
ndicate the load contained in the splittable task. The MCF problem
an be shown by 3, as shown below.

3 ∶ Original problem Dual problem
max

∑

𝜆 𝑄(𝑙) ≜ min
∑

𝑒∈𝐸𝛤
𝑙(𝑒)𝑐(𝑒)

.𝑡.
∑

𝑒∈𝑝𝑖

𝑓𝑝 ≤ 𝑐(𝑒),∀𝑒 ∈ 𝐸𝛤 ; 𝑠.𝑡.
∑

𝑒∈𝑝
𝑙(𝑒) ≥ 𝑧𝑖, ∀𝑝 ∈ 𝑃𝑖;

∑

𝑝∈𝑃𝑖

𝑓𝑝 ≥ 𝜆𝑞𝑖,∀𝑣𝑖(𝑡0) ∈ 𝑉𝑚;
𝐾
∑

𝑖=1
𝑞𝑖 ⋅ 𝑧𝑖 ≥ 1;

𝑓𝑝 ≥ 0,∀𝑝 ∈ 𝑃 . 𝑙(𝑒) ≥ 0,∀𝑒 ∈ 𝐸𝛤 .

he way to construct the dual problem of 3 is given as follows. Define
(𝑒) for each edge 𝑒 ∈ 𝐸𝛤 which represents the length function of
he edge, and define a positive throughput parameter 𝑧𝑖 for c-terminal
7

𝑖(𝑡0). Ensure that the length of each path in 𝑃𝑖 is not less than 𝑧𝑖. The
otal amount of the product of throughput parameter 𝑧𝑖 and demand 𝑞𝑖
s not less than 1. Minimize the objective function ∑

𝑒∈𝐸𝛤 𝑙(𝑒)𝑐(𝑒) of the
ual problem. An approximation algorithm for 3 [26] is proposed by
arg and Könemann.

The detailed procedure of Garg and Könemann algorithm is pre-
ented as below. Initially, 𝑓 = 0, ∀𝑣𝑖(𝑡0) ∈ 𝑉𝑚 and 𝑙(𝑒) = 𝜉

𝑐(𝑒) , ∀𝑒 ∈ 𝐸𝛤 ,
and 𝜉 = ((1 − 𝜍)∕|𝐸𝛤 |)1∕𝜍 is a small value with the previously given
onstant 𝜍 < 1, which means that no task is delivered. The algorithm
uns in multiple stages, and each stage contains multiple iterations.
n each iteration, it needs to deliver 𝑞𝑖 units of tasks for the source
-terminal 𝑣𝑖(𝑡0). First, use the edge length function 𝑙(𝑒) to find the
urrent shortest path 𝑝𝑖 from 𝑣𝑖(𝑡0) to v𝑣, where the parameter 𝑒 is one of
1-edge, 𝑠2-edge and c-edge. Then, find the bottleneck load 𝑓𝑏 through
ath 𝑝𝑖. Determine the size 𝑓𝑖 of the task as the minimum between 𝑓𝑏
nd the remaining demand 𝑞′𝑖 of the terminal 𝑣𝑖(𝑡0), i.e., 𝑓𝑖 = min{𝑓𝑏, 𝑞′𝑖}.
f 𝑓𝑏 > 0, the length function 𝑙(𝑒) is multiplied by 1 + 𝜍 𝑓𝑖

𝑐(𝑒) and then
obtain the shortest path in 𝑃𝑖, denote it by 𝑧𝑖, 𝑧𝑖 = min𝑝𝑗∈𝑃𝑖 𝑙(𝑝𝑗 ). Use
he length function 𝑙(𝑒) to represent the shortest path from 𝑣𝑖(𝑡0) to v𝑣,

which is represented by 𝑙𝑖𝑚𝑖𝑛. Let 𝛼(𝑙) = ∑𝐾
𝑖=1 𝑞𝑖𝑧𝑖 for all source c-terminal

in 𝑉𝑚. So minimizing 𝑄(𝑙) under the dual constraints is equivalent to
minimizing 𝛽 ≜ min𝑙 𝑄(𝑙)∕𝛼(𝑙) by calculating the length 𝑙(𝑒) for each
dge. When the target value is not less than 1, the algorithm stops
nder the specific conditions given in the following lemma, namely
(𝑙) ≥ 1 and 𝛽 ≥ 1. When 𝛽 < 1, Fleischer et al. raise a standard
rocedure to convert it to 𝛽 ≥ 1 [46]. It is worth noting that the final
ask load obtained through the above process may overflow on some
dges in the path. Therefore, in order to obtain a feasible solution,
t is necessary to cut down the final size 𝑓 of the edge exceeding
he capacity to the maximum 𝑓𝑚. When the path length is less than
, the algorithm increases the throughput, and when the throughput
verflows, the algorithm guarantees that the length of the edge grows
xponentially. Therefore, it follows from the following theorem that the
aximum throughput on the path is not large.

emma 2 (see [26]). The size of the flow acquired through the above
rocedure is denoted by 𝑓 , and it is reduced by log1+𝜍

1
𝜉 . The final size

then is feasible.

Lemma 3 (see [26]). If 𝛽 ≥ 1, |𝑓 |
log1+𝜍

1
𝜉
≥ (1−3𝜍)𝑂𝑃𝑇 , 𝜍 is a constant and

OPT represents the size of the optimal flow.

Lemma 4 (see [26]). For any 𝜍 > 0, there exists a way to calculate
the approximate value of (1 − 3𝜍) for the MCF problem within the time
complexity of 𝑂(𝐾(𝑚𝑁𝜉)2).

2 Transformation. Using the above-mentioned network flow, the
hroughput-related path is expressed as a network flow problem, and 2
an be converted into an MCF problem. For each source c-terminal 𝑣𝑖(𝑡0)
n the TEG, the throughput of the path from 𝑣𝑖(𝑡0) to v𝑣 is represented by
he flow 𝑓𝑖. Each flow ensures that constraint constraints (6) and (15)
re established. The solution of 2 is equal to finding a suitable flow
ath in TEG for all the tasks of all source c-terminals. In this section,
2 is transformed into the maximum multi-commodity flow problem
f linear programming. Let 𝑃𝑖 denote all possible task offloading paths
elated to the task in each source c-terminal 𝑣𝑖(𝑡0), and 𝑃 denote the
nion of all path sets, that is, 𝑃 = ∪𝑣𝑖(𝑡0)∈𝑉𝑚𝑃𝑖. The problem 2 becomes
he following formula.

4 ∶max 𝜆

𝑠.𝑡.
∑

𝑝∈𝑃𝑖

𝑓𝑝 ≥ 𝜆𝑞𝑖, ∀𝑣𝑖(𝑡0) ∈ 𝑉𝑚;

Constraints (6) and (15);

𝑓 ⩾ 0, ∀𝑓 ∈ 𝑃𝑖, 𝑣𝑖(𝑡0) ∈ 𝑉𝑚.



Computer Networks 214 (2022) 109164J. Wang et al.

i
K
c
o


e
m
s

d

c
t
e

O
l

1
1
1
1

1

1

1

1

1

2

T
𝑀
a

7

f
e
o
a
p

7

d

6.2. Networked energy allocation

Solving the maximum multi-commodity flow problem 4 directly
s quite complicated. This paper adopts the framework of Garg and
önemann [26] and regards TEG as a directed graph with its own
apacity for each edge. This section does not directly solve the solution
f the original problem 3, but finds the solution of the dual problem of
4 and designs a fast approximation algorithm MT. For any path 𝑝𝑖, the

throughput of multiple edges 𝑒 ∈ 𝑝𝑖 on it is not only constrained by (15)
but also affected by the energy consumption of its receiver in the time
slot 𝜏 and that of its transmitter in the time slot 𝜏 +1 when considering
the available energy for transceiving. Recalling the above statement, we
can know that c-edge does not need to consume energy. Suppose that
the available throughput is 𝑓 ′ under the energy constraints of Eq. (6).
Replace 𝑓 ′ in 4 with 𝑓 , the constraint (6) can be omitted, and an
equivalent problem is obtained, denoted as  ′

4. Therefore, the  ′
4 and

the dual problem of 3 are the same types of problem.
We can easily know that the dual problem of 3 is NP-hard, so an ap-

proximate algorithm MT is designed for it to obtain an approximate so-
lution in polynomial time. Approximation algorithms for optimization
problems usually use the approximation ratio for theoretical evaluation.
𝐴𝑝𝑝𝑟𝑜 and 𝑂𝑝𝑡 are used to represent the approximation of the problem
and the theoretical performance of the optimization algorithm. For the
maximization problem, the approximation ratio 𝜌 satisfies 𝐴𝑝𝑝𝑟𝑜

𝑂𝑝𝑡 ≥ 𝜌,
and for the minimization problem, the approximation ratio 𝜌 satisfies
𝐴𝑝𝑝𝑟𝑜
𝑂𝑝𝑡 ≤ 𝜌.

The idea of 3’s dual MT algorithm is to iteratively find the shortest
path at the c-terminal of each source. Under the limitation of available
nergy and wireless interference, the available throughput is deter-
ined through the edge of the path. The MT algorithm includes three

teps. In the first step, use the Dijkstra algorithm to find the shortest
path of each source c-terminal from the set 𝐹 . Secondly, it allocates
energy for the shortest path to find the available throughput, and
determines the final throughput in the dual problem of 3 under the
given constraints. Finally, the remaining energy of the c-node in the
shortest path is updated, as are the capacity and length of the edges.
At the same time, it is also necessary to update the edges interfered
by the edges on the shortest path. These three steps are repeated
iteratively until all source c-terminals meet the requirements or 𝑄(𝑙) ≜
min

∑

𝑒∈𝐸𝑐 𝑐
′(𝑒)𝑙(𝑒) ≥ 1. Algorithm 3 describes the details of MT in

etail.
It can be seen from the 17th step of Algorithm 3 that the set 𝐼 ′𝑒∶𝑒∈𝑝𝑖

ontains the edges interfered by the wireless interference model 𝐼 on
he path 𝑝𝑖, and the available throughput of these edges is reduced. For
xample, assume that the 𝑠1-edge 𝑒25 ∶ 𝑣2(𝑡0) → 𝑣5(𝑡1) interferes with

the edge 𝑒35 ∶ 𝑣3(𝑡0) → 𝑣5(𝑡1) and the throughput on 𝑒25 is 𝑓𝑒25 in Fig. 2.
The available throughput of 𝑒35 takes the larger value between 𝑐(𝑒35) −
𝑓𝑒25 and 0. Next, this section goes through a complete flow in Fig. 2 to
illustrate the mechanism of Algorithm 3. After initializing the length of
all 𝑠1-edges, assume that the path 𝑝1 is the shortest path from the source
𝑣2(𝑡0) to the target v𝑣. The algorithm MT calculates the available energy
of all c-nodes on the path 𝑝1 through the energy distribution method
given in Algorithm 1 and then calculates the available throughput of
each 𝑠1-edge on the path 𝑝1. It can be found that the bottleneck capacity
of 𝑝1 is 𝑓 ′(𝑝1), and the increased throughput 𝛥𝑓 ′(𝑝1) from 𝑣2(𝑡0) to v𝑣
can be calculated. It is worth noting that the length of each 𝑠1-edge
on the path 𝑝1 and the length of the edge interfered by it need to be
updated at the same time, for example, 𝑒35 ∶ 𝑣3(𝑡0) → 𝑣5(𝑡1). Under the
constraints of the wireless interference model 𝐼 , update the maximum
available capacity of the edges interfered by the edges on 𝑝1, all of
which are obtained in the set 𝐼 ′𝑒∶𝑒∈𝑝𝑖 . Increase 𝑄 by 𝜍 ⋅ 𝛥𝑓

′
𝑖

𝑐(𝑒) and decrease
the demand 𝑞𝑖 for the source c-terminal 𝑣𝑖 through interval 𝛥𝑓 ′

𝑖 . MT
repeats above the process until 𝑄 ≥ 1.

According to Ref. [26], the time complexity of the algorithm pro-
posed by the Garg and Könemann is 𝑂(𝜍−2𝑘𝑚 log𝐿 ⋅ 𝑇 ), where 𝑇
8

𝑠𝑝 𝑠𝑝 a
Algorithm 3 MT
Input: 𝐺𝛤 (𝑉 𝛤 , 𝐸𝛤 ); 𝑞 for each terminal and 𝑓 = 0.
utput: All source c-terminals tasks offload throughput

oad.
1: for each source c-terminal 𝑣𝑖(𝑡0) ∈ 𝑉𝑚 do
2: Set the throughput 𝑓𝑖 of each source c-terminal to 0, and assign

a demand value 𝑞𝑖 for each source c-terminal, where 𝑞𝑖 > 0;
3: end for
4: 𝑄 = 0; 𝜉 = ( 1−𝜍

|𝐸𝛤 | )
1∕𝜍 ;

5: for each edge 𝑒 ∈ 𝐸𝛤 do
6: 𝑙(𝑒) = 𝜉

𝑐(𝑒) ; 𝑄+ = 𝑙(𝑒) ⋅ 𝑐(𝑒);
7: end for
8: Set a temporary variable 𝑞′ to represent the requirements of each

source c-terminal 𝑣𝑖(𝑡0).
9: while 𝑄 < 1 do
0: for each 𝑣𝑖(𝑡0) ∈ 𝑉𝑚 do
1: if 𝑞′𝑖 ≠ 0 then
2: Set 𝑞′𝑖 = 𝑞𝑖; /*𝑞′𝑖 is the remaining demand of 𝑣𝑖(𝑡0)*/
3: Use the length function 𝑙(⋅) to search for the shortest path 𝑝𝑖

from each source c-terminal 𝑣𝑖(𝑡0) to v𝑣 in the 𝐺𝛤 ;
4: Configure energy for each c-node on path 𝑝𝑖 according to

algorithm 1 and get the real throughput 𝑓 ′
𝑒 of each 𝑒;

5: Search the practicable capacity threshold 𝑓 ′
𝑖 (𝑒

′) of 𝑒′ on path
𝑝𝑖, and set 𝑓 ′

𝑝𝑖
← 𝑓 ′

𝑖 (𝑒
′), where 𝑒′ ∈ 𝑝𝑖;

6: Add practicable throughput to each source c-terminal 𝑣𝑖(𝑡0):
𝛥𝑓 ′

𝑖 ← min{𝑓 ′
𝑖 (𝑒), 𝑞

′
𝑖};

7: for any edge 𝑒 ∈ 𝑝𝑖 ∪ 𝐼 ′𝑒∶𝑒∈𝑝𝑖 do

8: 𝑙(𝑒) ∗= (1 + 𝜍 ⋅
𝛥𝑓 ′𝑖
𝑐(𝑒) ); 𝑄+ = 𝜍 ⋅

𝛥𝑓 ′𝑖
𝑐(𝑒) ; 𝑞

′
𝑖− = 𝛥𝑓 ′

𝑖 ;
19: end for
20: end if
21: end for
22: end while
23: for each source c-terminal 𝑣𝑖(𝑡0) ∈ 𝑉𝑚 do
4: 𝑓 ′

𝑖 = 𝑓 ′
𝑖 |𝜏|∕ log1+𝜍

1+𝜍
𝜉 ; /*throughput scaling*/

25: end for

represents the time needed to find the shortest path from the source ter-
minal to the destination in the graph with non-negative edge weights,
and 𝐿 represents the maximum value of the sum of the number of edges
of any path from the source terminal to the destination. In this paper,
the theoretical performance of algorithm 3 is obtained by using the
existing results. According to Claim 1 and Lemmas 2, 3, 4, the following
theorem can be obtained. The number of c-nodes and the corresponding
number of edges in TEG are (𝑚 + 1)𝑀 and 𝑚(𝑁 +𝑀) respectively.

heorem 5. The time complexity of the algorithm MT is 𝑂(𝜍−2𝑘𝑚2(𝑁 +
)2 log𝑚 log[(𝑚+1)𝑀]) in the TEG, and an approximate solution with an
pproximate ratio of 1 − 3𝜍 is designed, 0 < 𝜍 ≤ 1∕3.

. Evaluation

This section conducts two experimental cases to evaluate the per-
ormance of our proposed algorithms. In the first case, the number of
dge servers is fixed to evaluate the impact on the number of terminals
n the algorithm performance. The second case verifies the effect on
lgorithm performance when the number of edge servers increases in
roportion to the number of terminals.

.1. Simulation setting

Simulation scenarios. This paper conducts experiments in two
ifferent scenarios. In the first case, a relatively simple setting is
dopted, in which the number of terminals increases from 10 to 120
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Table 2
Experimental parameters in simulation.

Parameters Values

Experiment range 1000*1000
The amount of cloud servers 1
The amount of edge servers in first case 3
The amount of IoT terminals in first case [10,120]
The ratio of edge servers and IoT terminals in
second case

1/10

The amount of IoT terminals in first case in
second case

[10,50]

The communication range of edge servers 200
The communication range of IoT terminals 100
The wireless interference range of IoT terminals 150
The average of harvested energy of IoT terminals [30, 150]
The variance of harvested energy of IoT terminals [5, 30]
Transmission link quality [0.5, 0.95]

Fig. 3. Throughput under the different parameters.

nd the interval increases by 10, while the number of edge servers and
loud servers are fixed at 3 and 1 respectively, and the average and
ariance are set as the values between 30 and 250 and those between
and 30. The energy collected in each time slot is obtained by the

ormal distribution. The second case considers a more complex situa-
ion, in which the number of edge servers varied as the IoT terminals
ynamically, the terminals increase from 10 to 50, the interval 10,
nd the average and variance are 30–150 and 5–30, with interval 10
nd 5, respectively. In ST and three basic algorithms, there is only one
erminal. In MT, the numbers of terminals are randomly selected from
he interval [2,𝑀∕2] and the MT curve is the average value of the
orresponding performance indicators of each terminal. The simulation
rograms of the two cases of experiments are running 100 times each
o make the results more stable.
Parameter setting. This paper conducts extensive simulation with

ifferent numbers of nodes deployed in a 1000 × 1000 square area [47,
48]. It includes IoT terminals, edge servers and cloud servers, which are
evenly distributed over the range. The number of cloud servers is set
as 1, which can connect all edge servers. The transceiving range of the
terminal node is set as 100 and the interference distance is set as 150.
Since both the transceiving power and transmission link quality are
time-varying, the simulation program randomly generates correspond-
ing values within a certain range. So is the conversion efficiency of the
harvested energy in each time slot. The main experimental parameters
in the simulation are summarized in Table 2.

To comprehensively evaluate our proposed algorithm, this paper
leverages three basic methods to make comparisons with our ST and
MT methods.

1. Edge Offloading(EO): The user offloads all tasks to the edge
server. Assume that the network channel condition is optimal
and transceiving powers are static.

2. Cloud Offloading(CO): The user handles all tasks in the cloud,
with other settings the same as EO.

3. Stochastic Offloading(SO): The user chooses to randomly offload
tasks to edge servers or cloud servers. In this experimental
setting, 50% of tasks are offloaded to edge servers and 50% to
9

cloud servers respectively.
Fig. 4. Energy consumption per unit throughput under the different parameters.

Fig. 5. Throughput per unit time under the different parameters.

Fig. 6. Demand completion ratio under the different parameters.

7.2. Performance results

This subsection presents our proposed ST and MT and three basic
algorithms under different parameter settings in terms of throughput,
energy consumption per unit throughput, throughput per unit time, and
utility.

Since this paper sets demand for each c-terminal in algorithm
MT, this section can evaluate the average demand completion rate of
terminals. In the TEG, the transmission time of the offloaded task can
be calculated by Eq. (7), and the computing time of the task can be
obtained by Eq. (8). The utility value adopts multiple criteria decision
making and simple additive weighting method, where throughput is
taken as the positive standard and execution time is the negative
standard [49].

This section evaluates the performance of Algorithm ST and MT in
comparison to three basic algorithms based on the simulated task of
the first experimental case as shown in Fig. 3 to Fig. 8.

Throughput. Fig. 3 shows that the impact on throughput as the
number of terminals, the average of the harvested energy, and the vari-
ance of the harvested energy. In the first subgraph, the throughput of
both ST and three basic algorithms tends to be stable with the increase
of terminals. However, with the increase of terminals, the average
throughput of MT gradually decreases due to more interference. The
last two subgraphs show that the throughput of ST and MT as well as
the three basic algorithms tend to be stable as the average increases. In
addition, variance has no effect on throughput.
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Fig. 7. Utility under the different parameters.

Fig. 8. Running time under the different parameters.

Fig. 9. Throughput under the different parameters.

Energy consumption per unit throughput. In Fig. 4, it is obvious
that ST and MT perform better than the three basic algorithms in terms
of energy consumption per unit throughput, while MT is slightly better
than ST. The increase in the number of nodes, the average value and
variance of harvested energy have little effect on energy consumption
per unit of throughput.

Throughput per unit time. It can be seen from Fig. 5 that in terms
f throughput per unit time, ST and MT are significantly higher than
he three basic algorithms, while MT is slightly better than ST. At the
ame time, changes in the three independent variables, the number of
erminals, the average and the variance of harvested energy, have not
ery obvious effects on the throughput per unit time.
Average demand completion ratio. The average demand comple-

ion ratio plotted in Fig. 6 is the percentage of tasks that are offloaded
hrough MT in a given number of tasks. It decreases as the number
f terminals increases and increases as the average value increases. In
ddition, variance has little effect on it.
Utility. According to the analysis in Fig. 7, the utility value of ST

nd MT under the influence of the three parameters is significantly
etter than that of the three basic algorithms. In the first subgraph,
he utility of MT increases slightly with the increase of terminals. This
s because the simultaneous offloading of multiple terminals reduces
he average time cost. In the second subgraph, the utility of ST rises
lightly after fluctuating, as energy increases, ST tries its best to offload
asks to maximize throughput. At the same time, MT is affected by the
10

c

Fig. 10. Energy consumption per unit throughput under the different parameters.

Fig. 11. Throughput per unit time under the different parameters.

Fig. 12. Demand completion ratio under the different parameters.

demand value of terminals, and its utility drops slightly. The variance
has a small effect on their utility.

Running Time. Fig. 8 shows the running time of all algorithms.
ote that this experiment runs under single thread on Apple M1 Pro
hip in the MacBook Pro 2021 laptop. The running time of all algo-
ithms is positively correlated to the number of nodes and independent
f energy average and variance, which is consistent with our analysis
n the time complexity of the algorithm ST, MT. It is obvious that ST
as similar running time to other three algorithms while MT consumes
ore time, but also in millisecond level. This is because the time

omplexity of ST is proportional to the sum of the number of edges
nd nodes, while MT is proportional to the polynomial of the sum of
hem approximately, as analyzed above.

This section evaluates the performance of Algorithm ST and MT in
omparison to the three basic algorithms based on the simulated data
f the second experimental case as shown in Fig. 9 to Fig. 14.
Throughput. In Fig. 9, the results show that the ST is significantly

etter than the other four algorithms and the growth trend is obvious
ith the number of terminals and the average of the harvested energy
n throughput. Meanwhile, the MT is better than the three basic
lgorithms but the growth trend is slow, mainly because the average
hroughput of multiple terminals is obtained and there is interference
etween multiple terminals.
Energy consumption per unit throughput. In Fig. 10, the energy

onsumption per unit throughput of ST and MT is significantly lower
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Fig. 13. Utility under the different parameters.

Fig. 14. Running Time under the different parameters.

han that of the three basic algorithms under the influence of three
ifferent factors, while MT is slightly better than ST. The main reason
s that multiple terminals in MT can amortize the energy cost per unit
hroughput. In the first subgraph, although the number of terminals
ncreases, the energy consumption per unit throughput of ST increases
lightly because the current terminal node chooses some edge servers or
loud servers with large energy consumption to offload in the process
f maximizing throughput.
Throughput per unit time. In Fig. 11, the overall trend shows that

he throughput per unit time of MT is superior to that of ST, while MT
s superior to the three basic algorithms. With the increase of terminals,
he throughput per unit time of ST and MT gradually decreases, while
he average and variance of the harvested energy have no effect on
hem.
Average demand completion ratio. Fig. 12 shows that as the

number of terminals increases, the average demand completion ratio
of multiple terminals increases. The difference from Fig. 6 is that the
number of edge servers increases as the number of terminals increases
in this case so that the terminals can offload tasks more effectively
and increase the average demand completion rate. The average and
variance of harvested energy are similar to Fig. 6.

Utility. Fig. 13 shows the utility of the three algorithms. Among
them, with the increase of the number of nodes and the average value
of collected energy, the utility of ST and MT fluctuate slightly, which
is different from the obvious upward or downward trend in Fig. 13,
indicating that the simultaneous growth of terminals and edge servers
can enable each terminal node to get a better offloading of tasks. The
situation of the three basic algorithms is the same as that in Fig. 7. The
variance of harvested energy has little effect on them.

Running Time. Fig. 14 shows the running time of all algorithms
on Apple M1 Pro chip. Although the number of edge servers is varied
in this case, the trend of running time of all algorithms is similar to
the fixed edge servers case. The running time at the millisecond level
makes the algorithms practical in real-world applicability.

8. Conclusion

This paper investigates the splittable task offloading utility maxi-
mization in complicated time-varying network and wireless interfer-
ence environments. We introduce a feasible scheme named TEG to
character dynamic factors in the process of task offloading. For a single
11
IoT terminal and multiple IoT terminal task offloading, this paper
respectively devises practical algorithms based on TEG called ST and
MT, which endeavor IoT terminal task offloading utility maximization
under the constraint of the surplus energy. This paper provides a
mathematics analysis to demonstrate the time complexity of ST and MT,
guarantee algorithm gains the feasible solution and the approximate
solution respectively. This paper considers task offloading in offline
scenarios. In order to be closer to the online scenario, our next step is
to study the online terminal task offloading on the basis of this paper.
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